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Abstract

As large language models (LLMs) increasingly operate as
autonomous agents in social contexts, evaluating their capac-
ity for prosocial behavior is both theoretically and practically
critical. However, existing research has primarily relied on
static, economically framed paradigms, lacking models that
capture the dynamic evolution of prosociality and its sensitiv-
ity to structural inequities. To address these gaps, we introduce
PROSIM!, a simulation framework for modeling the prosocial
behavior in LLM agents across diverse social conditions. We
conduct three progressive studies to assess prosocial alignment.
First, we demonstrate that LLM agents can exhibit human-like
prosocial behavior across a broad range of real-world scenarios
and adapt to normative policy interventions. Second, we find
that agents engage in fairness-based third-party punishment
and respond systematically to variations in inequity magnitude
and enforcement cost. Third, we show that policy-induced in-
equities suppress prosocial behavior, propagate norm erosion
through social networks. These findings advance prosocial
behavior theory by elucidating how institutional dynamics
shape the emergence, decay, and diffusion of prosocial norms
in agent-driven societies.

Introduction

Large language models (LLMs) have evolved beyond next-
word prediction into general-purpose agents equipped with
complex reasoning, decision-making, and social interaction
capabilities (Zhao et al. 2023; Achiam et al. 2023). Re-
cent studies suggest that LLMs can exhibit emergent social-
cognitive abilities (Piao et al. 2025), including theory of
mind (Strachan et al. 2024), moral judgment (Ramezani and
Xu 2023), and value alignment (Liu et al. 2022). These de-
velopments position LLMs as promising tools for simulating
human-like behavior in synthetic populations.

This work focuses on prosocial behavior theory, defined as
voluntary actions intended to benefit others or promote collec-
tive welfare (Penner et al. 2005). Prosocial behavior is foun-
dational to cooperation, trust, and social cohesion (Cameron,
Conway, and Scheffer 2022; Thielmann, Spadaro, and Bal-
liet 2020), particularly in addressing societal challenges that
demand collective effort. As large language models (LLMs)
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are increasingly deployed as social agents, evaluating their
capacity for prosociality has become both theoretically signif-
icant and practically urgent. Prior studies (Piatti et al. 2024;
Xie et al. 2024) have primarily assessed LLM cooperation
through economic games such as the dictator game and pub-
lic goods game. However, this line of work faces two critical
limitations. First, it frames prosociality narrowly in terms
of economic cooperation, overlooking diverse real-world be-
haviors that reflect everyday moral engagement. Second, it
relies on static, one-shot scenarios, failing to capture how
prosocial behavior unfolds over time or adapts to evolving
environments, especially under structural inequities such as
unfair policy enforcement or social exclusion. These limita-
tions restrict both the theoretical scope and practical utility of
current evaluations. To address this gap, we propose a broader
and more dynamic framework that examines whether, how,
and under what conditions LLM agents can exhibit prosocial
behavior across diverse real-world contexts.

In this paper, we propose PROSIM, a comprehensive simu-
lation framework that models the emergence and evolution of
prosocial behavior in LLM-based agents. The framework con-
sists of four components. (1) Individual simulation module,
which instantiates each agent with demographic attributes
and psychological traits such as empathy and moral identity.
(2) Interaction simulation module, which places agents in a
small-world network and supports repeated multi-agent inter-
actions. (3) Scenario simulation module, which reproduces
six distinct prosocial tasks: helping, donating, volunteering,
cooperating, information sharing, and recycling. (4) Interven-
tion simulation module, which implements prosocial policy
interventions and allows manipulation of fairness conditions
through reward asymmetry and burden asymmetry. Building
on this framework, we conduct a series of simulation stud-
ies to investigate the social capacities of LLM agents from
multiple perspectives.

We begin by evaluating whether LLM agents natu-
rally exhibit prosocial behavior in structured contexts and
how they adjust when exposed to policy-based interventions.
Drawing from established behavioral paradigms, we design
six typical prosocial scenarios and observe the agents’ default
tendencies. To assess their responsiveness to external cues,
we introduce four types of prosocial policy interventions
and evaluate how these modulate agent behavior. Our results
show that LLM agents can exhibit human-like prosocial be-
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havior across diverse scenarios, and adjust their behavior in
response to policy interventions.

In the second study, we test whether LL.M agents can
perceive and respond to inequity by enforcing social norms.
We adapt a third-party punishment paradigm (Fehr and Fis-
chbacher 2004) in which agents observe unfair resource distri-
butions and must decide whether to penalize the transgressor
at a personal cost. In addition to behavioral responses, we an-
alyze agents’ emotional expressions to assess their affective
alignment with human fairness reasoning. Using a compa-
rable human dataset for benchmarking, we find that LLM
agents are capable of norm-enforcing third-party punishment,
showing sensitivity to both the degree of unfairness and the
cost of enforcement.

Finally, we explore how prosocial behavior evolves over
time under policy-induced inequity in networked environ-
ments. Agents are embedded in a small-world social network
and repeatedly interact across rounds of simulated exchanges.
Two types of structural unfairness (reward asymmetry and
burden asymmetry) are introduced and allowed to diffuse
through the network. We track the resulting behavioral trajec-
tories to assess whether prosociality is sustained or eroded at
the population level. The findings reveal that policy-induced
inequities significantly undermine prosocial behavior in LLM
agents, an effect amplified through social contagion and me-
diated by agents’ perceived unfairness.

In summary, our contributions are threefold:

* We propose PROSIM, a simulation framework for modeling
the emergence and evolution of prosocial behavior in LLM
agents, integrating four key modules to approximate the
complexity of real-world human social environments.

* We conduct human benchmarking to validate the capacity
of LLM agents to simulate prosocial behavior and to detect
and respond to perceived unfairness.

* We extend existing theories of prosociality by investigating
how structural policy inequities influence the decay and
diffusion of prosocial norms within simulated societies.

Related Work

LLM-Driven Agent-Based Social Simulation. Recent
progress in large language models (LLMs) has enabled their
use as computational agents capable of simulating human-
like behaviors across psychology (Xu et al. 2024), eco-
nomics (Horton 2023), and multi-agent systems (Guo et al.
2024). LLM-based simulations span three analytical levels.
At the individual level, LLMs have been used to model
cognitive tasks such as psychological assessments (Karra,
Nguyen, and Tulabandhula 2022), decision-making (Hor-
ton 2023), and human—computer interactions (Farn and Shin
2023; Chalamalasetti et al. 2023), with growing attention
to their metacognitive capacities (Zhou et al. 2024). At the
interactional level, LLM agents support studies of coordi-
nation (Xiong et al. 2023; Qian et al. 2023), moral reason-
ing (Hamilton 2023; He et al. 2024), and strategic behav-
ior (Light et al. 2023; Wu et al. 2023). At the societal level, re-
searchers have simulated large-scale dynamics such as norm
formation (Li et al. 2024), collective action (Chuang et al.
2023b; Zhu et al. 2024), and opinion diffusion (Liu et al.

2024b; Chuang et al. 2023a). While these studies demon-
strate the broad applicability of LLM agents, their capacity
to model diverse prosocial behaviors remains underexplored.

Prosocial Behavior Theory. Prosocial behavior refers to
voluntary actions intended to benefit others and plays a key
role in fostering social cohesion, cooperation, and trust in
institutions (Grueneisen and Warneken 2022). Psychological
antecedents include empathic concern (Cameron, Conway,
and Scheffer 2022; Wu et al. 2024), moral identity (éehajié—
Clancy and Olsson 2024; Yang et al. 2025), altruistic ori-
entation (Amitha and Azhagannan 2024), and perceived so-
cial responsibility (Pastor et al. 2024; Alfirevié, Arslanagi¢-
Kalajdzi¢, and Lep 2023). These individual traits interact
with contextual factors such as perceived fairness (Caserta
et al. 2023; Tu et al. 2022), social norms (Graf et al. 2023;
Rudert and Janke 2022), and group identity (Wang et al.
2021; Xia et al. 2021) to shape prosocial intent. Moreover,
exposure to antisocial norms or institutional unfairness can
significantly suppress cooperative behavior (Mekvabishvili
et al. 2023; Silva and Rodriguez 2022). While existing stud-
ies have established prosociality as a dynamic and socially
embedded phenomenon, less is known about how it evolves
under policy-induced inequities. Our work contributes to this
gap by employing LLM agents to simulate more complex
human interactions.

The PROSIM Framework

Simulating prosocial behavior poses a fundamental chal-
lenge due to its psychological and social complexity. Hu-
man prosociality is shaped not only by internal traits such
as empathy and moral identity, but also by contextual fac-
tors, social influence, and institutional structures. To address
this, we introduce PROSIM, a simulation framework for
studying how prosocial behavior emerges and deteriorates
in LLM-based agents across varied social and policy envi-
ronments. Grounded in social psychology (Edelmann et al.
2020), PROSIM supports controlled experimentation at both
individual and collective levels. As shown in Figure 1, the
framework comprises four modules: (1) Individual Simula-
tion, (2) Scenario Simulation, (3) Interaction Simulation, and
(4) Intervention Simulation. These components jointly model
the dynamic interplay between psychological traits, situa-
tional context, and interventions in shaping agent behavior.

Individual Simulation

This module defines the foundational identity of each agent
by capturing the heterogeneity inherent in human popula-
tions. Agents are initialized with realistic demographic and
psychological profiles:

Demographic Attributes. Each agent is assigned demo-
graphic features including age, gender, education, income,
and employment status. These are sampled from population-
level distributions provided by the National Bureau of Statis-
tics (NBS), ensuring structural diversity aligned with real-
world sociodemographic patterns.

Psychological Traits. Each agent is further characterized
by two sets of psychological traits: (1) core prosocial dispo-
sitions (Eisenberg et al. 1999), including empathic concern,
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Figure 1: Overview of PROSIM. PROSIM models the emergence and evolution of prosocial behavior in LLM agents through four
modules: Individual Simulation assigns agents diverse demographic and psychological traits; Scenario Simulation presents
six tasks spanning key prosocial behaviors; Interaction Simulation enables social learning within a small-world network; and
Intervention Simulation introduces policies and inequalities to test behavioral sensitivity and norm dynamics.

moral identity, altruistic tendency, and social responsibility;
and (2) the Big Five personality (Gosling, Rentfrow, and
Swann Jr 2003), including openness, conscientiousness, ex-
traversion, agreeableness, and neuroticism. Trait values are
drawn from Gaussian distributions calibrated using meta-
analytic norms to reflect empirical variability.

All attributes are encoded into the agent’s natural language
prompt, grounding each agent in a contextually rich identity.
This design ensures that behavior arises not from static rules
but from socially and psychologically plausible profiles.

Scenario Simulation

This module defines the situational contexts in which agents
are prompted to make prosocial decisions. This component
is essential for evaluating how different types of social dilem-
mas and environmental cues influence prosocial tendencies
under controlled conditions. To ensure comprehensive cover-
age of real-world prosocial behaviors, we define six distinct
scenarios (Volunteering, Helping, Donating, Cooperation,
Recycling, Sharing) that vary across cost level, norm expec-
tation, reward visibility, and dependency level on others. The
classification of each scenario along the four dimensions is
guided by expert judgment from social psychologists. Each
scenario is delivered via a standardized prompt, designed
to reflect realistic decision-making contexts. Following the
prompt, agents respond using a consistent 7-point Likert scale
to indicate their level of prosocial intention.

Interaction Simulation

This module captures how prosocial behavior evolves through
repeated agent-to-agent interactions within a structured so-
cial network. This layer is essential for modeling emergent
dynamics that cannot be explained by individual traits or
isolated decisions alone. Concretely, we initialize the agent
society using a small-world network G = (V| E) gener-
ated via the Watts—Strogatz algorithm (Kleinberg 2000). This
structure reflects key properties of real-world social systems,
including high local clustering and short average path lengths.
Each node v; € V represents an LLM-based agent, and each
edge (v;,v;) € E denotes a potential communication or
observation channel between two agents.

At each simulation timestep ¢, a random subset of edges
E: C E is activated. Each agent v; observes the latest proso-

cial decisions aﬁt_l) made by neighbors v; € N;(i), where
N (i) is the set of agents connected to v; via active edges

at time ¢. By integrating (i) the shared scenario narrative s,
(t=1)

(ii) its own prior decision a; , and (iii) the observed ac-

tions of its neighbors {agt_l) }jen, (s)» the LLM agent then

. .. () . . e ()
generates its decision a; ~ on six prosocial scenarios:a; = =
LLM (s, agt_l), {aé.t_l)}jej\/t(i)) . Through this module, we
can simulate behaviors dynamics over time within a socially
structured community of LLM agents.

Intervention Simulation

This module enables controlled manipulation of policy condi-
tions to investigate how institutional interventions influence



the development of prosocial behavior. While individual traits
and social dynamics contribute to behavioral variation, pol-
icy environments play a central role in shaping collective
behaviors through top-down regulation.

Prosocial Policies. Prosocial policies aim to promote coop-
erative and altruistic behavior at the societal level by shaping
how agents interpret and respond to social dilemmas. We
classify interventions along two orthogonal dimensions: (1)
Mechanism of Influence: Cognitive (e) interventions target
internal beliefs and perceptions, whereas Behavioral (o) in-
terventions directly affect observable actions. (2) Mode of
Compliance: Voluntary (A) policies rely on intrinsic motiva-
tion and social persuasion, while Compulsory (A\) policies
impose rules or sanctions. Based on this taxonomy, we im-
plement four representative interventions:

* Moral Indoctrination (e,/\): appeals to internalized moral
values to motivate prosociality.

* Regulatory Enforcement (o,/\): mandates behavior through
institutional rules or penalties.

* Social Comparison (e,A): exposes agents to peer decisions
to activate normative pressure.

* Economic Incentives (o,A): introduces rewards or penalties
contingent on agent choices.

Each intervention is embedded into the natural language
prompt as contextual information, enabling agents to adapt
their decisions based on perceived institutional signals.

Policy inequity. Beyond evaluating idealized interventions,
we introduce policy inequity to examine the broader social
impact of unfair treatment. In real-world systems, rewards
and burdens are often distributed asymmetrically across in-
dividuals or groups due to structural bias or implementation
constraints. To simulate these conditions, we define two types
of inequity: (1)Reward Asymmetry: agents receive unequal
recognition or benefits despite contributing equally. (2)Bur-
den Asymmetry: agents face unequal costs or effort for per-
forming the same prosocial task. We randomly assign these
asymmetries to a subset of agents and allow their effects to
propagate through the social network. This setup enables us
to assess how inequitable policies influence the emergence
and spread of prosocial behavior within agent societies.

Experimental Settings

To evaluate the capabilities of the PROSIM framework, we
conduct three progressive studies that examine how LLM
agents exhibit, perceive, and respond to prosocial dynamics:
 Study 1: Can LLM Agents Exhibit Prosocial Behavior?

* Study 2: Do LLM Agents Perceive Inequity?

* Study 3: How Does Policy Inequity Affect Prosociality?

Overall Model and Agent Configuration. We evalu-
ate PROSIM using five LLMs, including three open-source
models (LLaMA-3-8B (Grattafiori et al. 2024), Qwen-2.5-
7B (Yang et al. 2024), DeepSeek-v3 (Liu et al. 2024a)) and
two proprietary models (GPT-3.5-turbo (Ouyang et al. 2022),
GPT-40 (Achiam et al. 2023)), with the generation tempera-
ture is set to O for reproducibility. We initialize 104 agents
sampled from real-world distributions, embedded in a small-
world network with neighborhood size k¥ = 6 and rewiring

probability p = 0.2.

Human Benchmarking. We conduct parallel experiments
with 104 human participants recruited online for Study 1
and Study 2. Each participant completed the same tasks pre-
sented to the LLM agents, using identical scenario prompts
and response formats. Prior to task completion, participants
provided informed consent and completed standardized psy-
chological inventories aligned with the trait dimensions used
in agent initialization. Participants were demographically di-
verse (Mean age = 32.0 years, SD = 9.4; 53% female), with
varying levels of education and occupational backgrounds.

Study 1 Results
Baseline Prosocial Intention in Diverse Scenarios

To establish a foundational comparison between LLM agents
and humans, we first assessed baseline prosocial intentions
across six representative social scenarios. Each agent re-
sponded to a neutral prompt and rated its prosocial behavior
on a 7-point Likert scale. Figure 2 (left) presents the distri-
bution of responses for each model across scenarios, while
Figure 2 (right) summarizes overall prosociality.

All LLMs demonstrated a general tendency toward proso-
cial behavior, with average ratings exceeding the midpoint
of the scale. Among them, GPT-3.5 exhibited the highest
overall prosociality (mean = 4.875), substantially above the
human reference (mean = 4.226). Qwen-2.5 (mean = 4.114)
and GPT-40 (mean = 4.133) most closely matched the human
average, whereas LLaMA-3 (mean = 3.761) and DeepSeek
(mean = 3.857) showed lower overall prosocial tendencies.
To evaluate not only the magnitude but also the alignment
of response patterns, we computed Pearson correlations be-
tween each model’s mean ratings and human ratings across
the six scenarios. GPT-40 achieved the strongest correlation
with human behavior (r = 0.955, p = 0.002), followed by
GPT-3.5 (r =0.923, p = 0.008), and Qwen-2.5 (r=0.912,p=
0.011). While Qwen-2.5 showed a comparable average score
to humans, its higher p-value indicates less reliable alignment
across individual scenarios. LLaMA-3 (r = 0.845, p = 0.034)
and DeepSeek (r = 0.770, p = 0.072) trailed behind in both
magnitude and pattern similarity. These results suggest that
state-of-the-art LL.Ms are capable of expressing prosocial
intentions that not only approximate human averages but also
exhibit scenario-level consistency with human judgments.

The Influence of Psychological Traits on Prosociality

To examine how internal traits shape prosocial behavior, we
compute SHAP (SHapley Additive exPlanations) values for
each agent, quantifying the contribution of individual psy-
chological traits to prosocial decisions across all scenarios.
We focus on two models, DeepSeek-v3 and GPT-4o, that
most closely align with human behavior in prior analyses,
and compare them with human participants.

Figure 3 summarizes the SHAP analysis of each model.
We can observe that GPT-40 shows the closest alignment with
human trait influence profiles. In both GPT-40 and humans,
Altruistic Tendency emerges as the most dominant factor,
followed by strong contributions from Empathic Concern.
DeepSeek-v3, by contrast, departs more noticeably from the
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Figure 2: Left: Prosocial intention scores of LLM agents and human participants in six prosocial scenarios. Five-pointed stars
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Figure 4: Behavioral shifts under policy interventions. Each heatmap shows the relative change in prosocial intention under one
of four policy framings compared to the baseline condition. The rightmost bar chart counts the positive improvements.

human pattern. It prioritizes Empathic Concern over Altru- convergences and divergences from human profiles.
istic Tendency, and places greater weight on Moral Identity.
Human participants exhibit a more balanced and multidimen- Behavioral Shifts Under Policy Interventions

sional trait contribution. While prosocial core traits dominate,
cognitive and interpersonal traits such as Extraversion, Open-
ness, and Neuroticism also play notable roles, reflecting the

We next evaluate whether LLM agents adjust their prosocial
behavior when exposed to external policies. Each agent com-

richer and more heterogeneous basis of human moral judg- p l.e tes the same Si).( scenar.i os from the baseliqe conditi.on,
ment. These results demonstrate that LLM agents exhibit with prompts modified to 1nclgde one of f our Intervention
interpretable and trait-sensitive behavioral patterns, with both framings. We compute the relative change in prosocial inten-

tion to assess policy responsiveness. Figure 4 summarizes the
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Figure 5: The third-party punishment rates under different allocation plans and penalty costs.

results. Intervention effectiveness varies across policy types
and models. Regulatory Enforcement yields the most consis-
tent improvement across models and scenarios, suggesting
that explicit institutional mandates are broadly effective at
eliciting compliance. In contrast, Economic Incentives, while
highly effective for human participants, produce mixed ef-
fects in LLMs. Only GPT-40 and DeepSeek-v3 exhibit reli-
able prosocial gains across all six scenarios, though the mag-
nitude of their responses remains below human levels, indi-
cating that monetary cues are less salient for LLMs. The right
panel of Figure 4 aggregates the number of positive shifts
across all policy-scenario combinations, also showing that
these two models can exhibit the strongest responsiveness,
closely matching human participants. Taken together, these
findings suggest that advanced LLMs can exhibit human-like
adjustments to social and normative inputs.

<> Findings: LLM agents can exhibit human-like proso-
cial behavior across diverse scenarios, and adjust their
behavior in response to policy interventions.

Study 2 Results

This section examines whether LLM agents are capable of
recognizing unfairness and responding in norm-enforcing
ways. To evaluate this capacity, we adapt a third-party pun-
ishment paradigm from behavioral economics (Fehr and Fis-
chbacher 2004), a well-established framework for studying
fairness judgment and altruistic punishment. Each agent com-
pletes a 60-trial task in which two newly assigned virtual
players propose an allocation of $30. Player 1 offers $x to
Player 2 and retains $[30-x] for themselves. The participants,
acting as third-party judges, then chose between:

* Accept: Implement the allocation and receive a $10 reward;
* Punish: Pay $y to eliminate Player 1’s earnings; Player 2
keeps $x, and the agent receives $10-y.

We record agents’ binary choices (accept = 0, punish =
1) across trials and and compare the results with humans.
Figure 5 illustrates punishment rates across different com-
binations of fairness levels and punishment costs for each
model. Human participants exhibit a clear normative pattern:

punishment rates decrease as allocations become more equi-
table or as costs increase. This behavior reflects a trade-off
between norm enforcement and self-interest, consistent with
findings from economic game theory. Among LLMs, the GPT
series shows the strongest human alignment. These models
reliably punish under unfair conditions and abstain under
fair ones, demonstrating a consistent threshold-based fairness
judgment. Notably, they even exceed human punishment
rates in highly unfair trials. DeepSeek-v3 maintains high pun-
ishment rates across all unfair conditions, largely ignoring
cost variation, suggesting a rigid but robust norm-enforcing
strategy. LLaMA-3 also punishes inequity frequently, but
its responses are less differentiated by fairness level or cost.
Qwen-2.5, meanwhile, shows low overall punishment and
lacks sensitivity to either factor. These findings indicate that
while some advanced LLMs demonstrate fairness-based rea-
soning and partial cost sensitivity, others lack the granularity
and flexibility observed in human social decision-making.

<> Findings: LLM agents are capable of norm-enforcing
third-party punishment, showing sensitivity to both the
degree of unfairness and the cost of enforcement.

Study 3 Results
Impact of Inequity on Prosocial Behavior

To assess whether inequity suppresses prosocial motivation,
we simulate two common forms of policy asymmetry: re-
ward asymmetry, where some agents receive recognition or
benefits for prosocial actions while others do not, and burden
asymmetry, where agents perform the same task but incur
unequal burden based on income level. We measure changes
in prosocial intention before and after asymmetry exposure
on Deepseek-v3 and GPT-4o. Figure 6 shows that inequity
leads to substantial reductions in prosociality. Under reward
asymmetry, prosocial scores decline by 25-32%, while under
burden asymmetry the reduction ranges from 19-23%. In
both cases, the drop is more pronounced when inequity in-
volves recognition rather than burden, suggesting that fairness
in acknowledgment carries greater psychological weight for
LLM agents. These findings indicate that LLMs are sensitive
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Figure 6: Policy inequity.

to structural unfairness, and such asymmetries significantly
reduce their probability to engage in prosocial behavior.

Contagion Effects of Inequity in Social Networks

We next examine whether the effects of structural inequity
can propagate through social interactions. Using the GPT-
40 model, we simulate the diffusion of inequity in a small-
world network of 104 agents over 30 iterations. Initially,
20% of agents are randomly assigned to experience burden
asymmetry. In each round, 10% of the network edges are
activated, allowing agents to observe the behavior of their
active neighbors and update their prosocial tendencies.

Figure 7 visualizes the contagion effects of policy inequity.
The top panel tracks the spread of perceived unfairness over
time. An agent is marked as indirectly exposed to inequity
if any of its activated neighbors has previously experienced
unfair treatment. By iteration 10, the majority of agents, re-
gardless of whether they were initially affected, begin to
report elevated perceptions of unfairness. This suggests that
structural inequity spreads through the network via social
observation and inference. The bottom panel shows the cor-
responding change in prosocial behavior. Nodes with high
prosociality, indicated by dark blue, steadily decline in num-
ber, while low-prosociality nodes, shown in light blue, be-
come more prevalent. This trend reveals that reduced proso-
ciality is not confined to those directly impacted, but spreads
throughout the network through behavioral contagion. These
findings underscore the systemic consequences of policy-
induced inequity. Localized unfair treatment can propagate
through social connections and lead to widespread erosion of
prosocial norms at the population level.

Attribution of Behavioral Decline to Unfairness

To test whether the decline in prosocial behavior under in-
equitable policies is driven by agents’ internal fairness assess-
ments, we ask each agent to rate their perceived unfairness
at every iteration of the simulation. This score reflects the
extent to which the agent feels unequally treated based on
the observed conditions of its neighbors within the network.
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Figure 7: Contagion effects of burden inequity in social networks.
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Figure 8 illustrates the joint temporal dynamics of perceived
unfairness and prosocial tendency over 30 iterations. In both
conditions, we observe a consistent pattern: as perceived un-
fairness rises in early rounds and stabilizes at a high level,
the average prosocial tendency concurrently declines and re-
mains suppressed. Notably, this decline occurs even among
agents not directly affected by policy inequity, indicating
that fairness perception can propagate socially and shape
collective norms. Insets show a strong negative correlation
between perceived unfairness and prosocial scores across
agents, supporting the psychological plausibility of fairness-
based moral disengagement. In both conditions, agents who
felt more unfairly treated were systematically less likely to
engage in prosocial behaviors. These findings highlight per-
ceived unfairness as a key explanatory mechanism behind the
erosion of prosocial behavior, offering a cognitive account
for how structural inequities undermine social cohesion.

<> Findings: Policy-induced inequities erode prosocial
behavior by triggering perceptions of unfairness, which
in turn amplify the effect through social contagion.

Conclusion

This work presents a modular framework for simulating
prosocial behavior in LLM agents. Through three progressive
studies, we demonstrate that LLMs can exhibit human-like
prosociality, respond to fairness norms, and adjust their be-
havior under policy cues, showing alignment with key aspects



of human social cognition. Beyond individual behavior, our
simulations reveal a broader social phenomenon: structural
inequities not only suppress prosocial motivation at the agent
level but also propagate through social networks, leading
to collective norm erosion. Future work will explore how
dynamic interventions can mitigate the erosion of prosocial
norms and promote long-term social resilience.
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