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ABSTRACT
Reading is a complex cognitive activity in many information re-
trieval related scenarios, such as relevance judgement and question
answering. There exists plenty of works which model these pro-
cesses as a matching problem, which focuses on how to estimate
the relevance score between a document and a query. However,
little is known about what happened during the reading process,
i.e., how users allocate their attention while reading a document
during a specific information retrieval task. We believe that a better
understanding of this process can help us design better weighting
functions inside the document and contributes to the improvement of
ranking performance. In this paper, we focus on the reading process
during relevance judgement task. We designed a lab-based user
study to investigate human reading patterns in assessing a document,
where users’ eye movements and their labeled relevant text were col-
lected, respectively. Through a systematic analysis into the collected
data, we propose a two-stage reading model which consists of a
preliminary relevance judgement stage (Stage 1) and a reading with
preliminary relevance stage (Stage 2). In addition, we investigate
how different behavior biases affect users’ reading behaviors in these
two stages. Taking these biases into consideration, we further build
prediction models for user’s reading attention. Experiment results
show that query independent features outperform query dependent
features, which indicates that users allocate attentions based on many
signals other than query terms in this process. Our study sheds light
on the understanding of users’ attention allocation during relevance
judgement and provides implications for improving the design of
existing ranking models.
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(a) Relevant (b) Irrelevant

Figure 1: Users’ fixation distributions while reading a relevant
document (a) and an irrelevant document (b). For both docu-
ments, users pay much more attention to the top part of docu-
ment than the bottom part. This position bias is more apparent
in the irrelevant document.

1 INTRODUCTION
Reading is a complex cognitive activity that involves the orchestra-
tion of many different stages of information processing [36]. Eye
movement, which is composed of a sequence of fixations and sac-
cades, are found to be useful in analyzing human’s reading behavior.
During a fixation, the eyes land on an object and remain relatively
stationary for a brief period of time (typically 200-250 msec). A
saccade is the rapid eye movement between fixations to move the
eye-gaze from one point to another, typically lasting 20-50 msec [36].
In cognitive psychology, a number of computational models, such
as EZ-Reader [35, 36], SWIFT [15, 16], and the Bayesian reading
model [5], have been proposed to account for the reading behavior.
These models provide insights into the understanding of individual’s
general reading behavior.

Recently, understanding users’ reading behavior during their in-
formation seeking process has drawn much attention in IR-related
studies. Eye tracking, as an unobtrusive and precise measure of
user’s visual attention, is utilized to investigate user’s cognitive pro-
cess during the search process [8], as well as to generate implicit
feedback for relevance [18] and text quality [30]. Because of the
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existence of information needs, the reading behavior in informa-
tion retrieval is often inconsistent with general reading behaviors.
Two examples of users’ reading process while performing relevance
judgment process are shown in Figure 1. We can observe that users’
reading attention has strong position bias in vertical positions and the
relevance of the document has an impact on users’ reading behavior.
Besides, users’ reading attention during the search is also influenced
by other factors, such as search task types [12] and query terms [41].
Therefore, general reading models established in cognitive psychol-
ogy are not necessarily effective in explaining users’ behavior in IR
tasks.

In this paper, we focus on investigating the reading behavior in
relevance judgment task, where the assessor will read a document
and judge whether the document is relevant or not according to the
current query or search task. As relevance judgment is essential for
the evaluation of search systems, it is important to understand how
the assessors read the document and make judgement. Previous stud-
ies have shown that the cognitive process during relevance judgment
is highly complex [4] and proposed a series of assumptions to model
the corresponding reading behavior. For example, Wu et al. [41]
proposed a strong query-centric assumption, which assumes that
the relevant information only locates in the contexts around the query
terms. Recently, researchers also adopt attention mechanism while
performing machine reading with deep neural networks [3, 43]. It
simulates human’s reading behavior with flexible attention on the
important part of the content. However, these approaches are not
based on observations of users’ reading behavior. To construct better
computational models for relevance judgment (i.e., retrieval models),
we need to better understand human’s reading patterns and attention
distribution in real relevance judgment scenarios.

Since eye movement is tightly coupled with cognitive attention
during reading in our brains [26] and may serve as a measurable
indicator of the reading process, we design a dedicated user study
to simulate the relevance judgment scenario and use an eye-tracker
to collect participants’ eye-movements during the completion of
relevance judgment tasks. For each relevance judgment task, the
participants are required to read a document and label its relevance
according to a specific information need. Then, the same document
will be presented again and the participants need to highlight the
relevant text that is helpful for the task. Based on the collected data,
our study aims to address the following research questions:

• RQ 1: How does user make the relevance judgment while
reading a document?

• RQ 2: How does user allocate his/her attention during the
relevance judgment process?

• RQ 3: What are the factors that affect user’s attention
allocation in relevance judgment?

Through analyzing users’ eye movements and their labeled rele-
vant text, we found that users exhibit similar reading patterns at the
beginning part of the document (about top 20% to 40%). However,
their behaviors become significantly different on the later parts of
relevant and irrelevant documents. This is probably because that
users perceive a preliminary relevance and this perception influences
their follow-up reading behavior. Thus, we propose a two-stage
reading model which consists of: 1) a preliminary relevance judge-
ment stage, and 2) a reading with preliminary relevance stage. In
the first stage, users tend to read the text carefully until they form a
preliminary relevance judgement in their mind. In the second stage,

users will have different reading behaviors with different preliminary
judgements in the first stage. They will gather evidence either to ac-
quire knowledge or to validate the judgement. During this two-stage
relevance judgment process, the reading behavior is influenced by a
number of factors such as position, linguistic features, search intents,
and query terms. These factors have different impacts on users’
reading behavior. It suggests that reading is a complex cognitive
process and users rely on different signals to allocate their attention
in different stages. As attention allocation is one of the most funda-
mental cognitive mechanisms of human being [25], our findings can
be regarded as an attempt to explain how this mechanism works in
relevance judgement task. Besides, understanding the influencing
factors on attention can also benefit the design of retrieval models.

The remainder of this paper is organized as follows. In Section 2,
we review some related studies to our work. Section 3 describes the
design of our study and the data collected in our study. In Section 4,
we analyze user reading process and propose the two-stage reading
model, which addresses RQ1 and RQ2. To investigate RQ3, we
analyze reading behavior biases in Section 5 and build prediction
models for attention in Section 6. Finally, we conclude our work
and propose future research directions in Section 7.

2 RELATED WORK
2.1 Reading Model
Reading is an essential process for acquiring information during
primarily textual information search. Based on users’ eye move-
ments, the reading patterns and further how language is processed
can be understood [36]. There exists a number of reading models
elaborating the information acquisition during the reading process.
The EZ Reader model is a cognitively-controlled, serial-attention
model of reading eye movements [35, 36]. It proposed different
cognitive stages that consider word identification, visual processing,
attention, and control of the oculomotor system as joint determinants
of eye movement in the reading process. Specifically, it discovered
that fixation and saccade alternate because saccade programming
has a labile stage. If the next word is recognized during this labile
stage, users will progressively move to the next word instead of
programming currently attended word. Rayner et al [34] further
showed that users are able to identify a skimmed word by using
parafoveal preview. Thus, the word of which words to skip not only
relies on the prior context but also a preview of the word itself [19].
There are other factors that are shown to influence word recognition
such as word length [22], orthographic features, the predictability of
the word in the context [13] and morphological features [14].

These findings illustrate the information acquisition during the
reading process. However, the reading patterns may be different
in information retrieval tasks since there are other factors such as
query terms [41] and search task types [10]. The cognitive process
in information search remains to be further investigated.

2.2 Machine Reading
Human reading inspires machine reading developed in many infor-
mation retrieval tasks such as relevance judgement [33] and question
answering [38]. Systems are taught to simulate human reading for
a specific search task. A commonly used strategy is to compute a
matching score (often called relevance) between the query and the
document. To better build systems that are able to perform machine
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Task 1�
Query: How is eczema caused?
Task description: Suppose you
are a father/mother, you find you
daughter has eczema when she
wakes up. You are worried and
wondering the reason causing her
eczema.

How does eczema cause ?

How is eczema caused? Eczema is a chronic skin 
disease that can be easily transmitted to children. 
There are also many adult patients. In eczema patients, 
80% of patients have sleep disturbances, and more 
than half of patients may feel paralyzed or even feel 
inferior in public places.

According to the degree of eczema damage can be 
expressed as erythema, papules, erosion, exudate, scab, 
phosphorus. Light eczema occurs only on the cheeks, 
forehead and scalp, and on the entire head and face, 
neck, arms, trunk and around the anus, vulva, etc., 
there is a rash.

How is eczema caused? Eczema is a skin disease that 
is more common in life. There are many causes of 
eczema induced in life. Patients should be treated early. 
Many patients are not very clear how eczema is caused, 
experts are now to introduce the causes of their causes, 
hope that patients can pay more attention to these 
factors in life, reduce the incidence of eczema.

……

How is baby eczema caused?

II.1 Task Description Reading

Please evaluate the relevance of
this document according to the
search task.

� Very relevant � relevant
� somewhat relevant� irrelevant

Figure 2: User study procedure. The system interface is translated from Chinese.

reading in information retrieval tasks, researchers proposed a num-
ber of approaches based on human reading behavior. Wu et al [41]
proposed the query-centric assumption, which strongly assumes that
the relevant information for a query only locates in the contexts
around query terms. Wu et al [42] applied a visual semantic atten-
tion to extract keywords for document classification. Bidirectional
Encoding [38] is utilized to process document in two directions in
terms of parafoveal preview [34]. Another popular method applied
in deep learning is attention mechanism [3]. It simulates human
reading behavior with flexible attention on the important part of con-
text information. However, these methods have not been validated
whether they match with human reading patterns. Human reading
attention in information retrieval is thus important and necessary to
be investigated.

2.3 Relevance Judgement
Relevance is a central notion in information retrieval. Users are
involved to judge the relevance degree of documents with respect
to a given query. It has been contended that the relevance of an
information object to the information need of a specific user is a sub-
jective and multi-dimensional concept, which encompasses various
properties and characteristics of the sought information objects [6].
Zhang et al [44] showed some evidence of quantum-like cognitive
interference in human decision making and proposed a dynamic
model for cognitive interference, which leads to a better modeling
and explanation of user behaviors in relevance judgement process. In
addition, users express their information needs by issuing a sequence
of query terms, which are likely to be ambiguous and noisy [21].
This makes us difficult to predict the relevance between the docu-
ment and the issued queries. To better mode the process of relevance
judgement, a number of relevance feedback techniques have been
introduced in the literature, which vary from explicit to implicit.

Explicit relevance feedback is collected by users annotation, but
it usually contains more noise compared to implicit feedback [1].
Though it is noisy, it allows us to collect several distinct signals
of the users interests and satisfactions. Loboda et al [27] recruited

Table 1: Examples of user study tasks.

Query Domain Search
task type Background

What is
TPP?

Politics Intellectual

On October 5, 2015, the basic agree-
ment was reached through negotia-
tions on the Trans-Pacific Partner-
ship (TPP). You want to understand
what TPP is?

How is
eczema
cause?

Health Factual

Assuming you are the parent of a
child, you find that your baby has
eczema after waking up. You want
to find out what caused the baby’s
eczema.

Immigrate
abroad

Culture Intellectual

You are confused about whether or
not to immigrate abroad and wonder-
ing what benefits and disadvantages
immigrants may bring you, so you
want to listen to more people’s opin-
ions on the Internet.

participants to mark relevant text to model word-level relevance,
which explicitly represents the relevant content in a document. As
for implicit feedback, it is more close to users’ real perception com-
pared to explicit feedback. Over the last few years, affective and
physiological features have been considered as implicit feedback
techniques [2, 32], such as mouse movement [9] and eye move-
ment [7, 8]. In this paper, we construct both explicit and implicit
feedback to model reading attention by collecting labeled relevant
text and eye movement, respectively. The collected reading attention
is helpful to understand the cognitive process in relevance judge-
ment.

3 DATA COLLECTION
In this section, we describe the settings of our user study and the
dataset we collected.



3.1 Tasks
We designed a laboratory user study to collect participants’ eye
movement during relevance judgment. Participants were required
to make relevance judgment for a series of documents with respect
to the corresponding search tasks. We chose 15 queries from the
NTCIR-13 We Want Web (WWW) task [29]. For each query, we
created a background story to describe the corresponding search
task. The selected search tasks came from three domains: Politics,
Health and Culture, and cover both factual and intellectual product
aspects defined by Li and Belkin [24] (7 tasks were factual and 8
were intellectual). We sampled 4 documents for each search task
and had 60 documents in total. In the user study, our laboratory
system would randomly present one document for each search task
to a participant. Therefore, each participant was required to read 15
documents and each document was read by 7-8 users. Note that the
language used in our study is Chinese, i.e., all the task descriptions,
search systems, and instructions are in Chinese. Examples of the
translated queries and task descriptions are shown in Table 1.

3.2 Participants
We recruited 29 university students via email and online social
networks to take part in our user study. The ages of participants
ranged from 17 to 28 and their majors included humanities, social
science, arts, and engineering. All the participants are native Chinese
speakers and have college-level Chinese reading and writing skills.
To assure the validity of collected eye movements, we required all
participants to possess normal corrected eyesight with correction
(including astigmatism and strabismus). It took about one hour to
complete the user study and we paid each participant about US$15
after they completed all the tasks.

3.3 Procedure
The procedure of the user study is shown in Figure 2. To make sure
that each participant was familiar with the experimental procedure,
an example task was used as a tutorial in the pre-experiment training
stage. After the pre-experiment training stage, they were asked to
complete all 15 search tasks. The order of the search tasks were
randomly permuted.

For each task, the participants had to go through 4 stages:

• First, the participants were given a query and the corre-
sponding background about the search task. They should
read and memorize the search task carefully because it
would not be shown again during the document reading.

• Second, one of the four documents was randomly chosen
and presented to each participant. To avoid unnecessary
distraction to the participants, the system only displayed the
text content. An eye tracker was used to log participants’
eye movements during reading in this stage.

• Third, the participants were asked to annotate the relevance
of the given document in a four-level scale (4: very relevant;
3: fairly relevant; 2: somewhat relevant; 1: irrelevant).

• Finally, the document was presented to participants again
and they were instructed to highlight relevant parts of text
that were helpful for the search task. The participants were
free to label any text (e.g., individual words, phrases, or
whole sentences). If the document was totally irrelevant,
they could skip this stage directly.

Table 2: The statistics of the data collected in the user study.

#Tasks #Doc #Participants #Sesisons
15 60 29 435

In our study, we deployed a Tobii X2-30 eye tracker to capture
participants’ eye movements. Before the experiment, each partici-
pant should first go through a calibration process as required by the
eye tracker. We used a laptop computer that had a 17-inch moni-
tor with a resolution of 1600×900 and Google Chrome browser in
our user study. To avoid potential distractions from text reading,
all the experiments were conducted in the full-screen mode. The
deviation of collected eye-tracking data is within the size of one
word, , which enables us to use the eye-tracking data to estimate
participants’ reading attention at a word-level.

3.4 Statistics of Collected Data
Though the user study, we collected a dataset that consists of 435
relevance judgment sessions from 29 participants. The statistics of
the collected data are shown in Table 2.

In the user study, each document was annotated by 7 or 8 par-
ticipants. The inter-person agreement is measured by Cohen’s κ.
For the 4-level relevance annotation, the κ is 0.326, reaching a fair
agreement level. If we convert the 4-level annotation into a binary
relevance annotation by regarding 4: very relevant and 3: relevant
as relevant and the rest as irrelevant, the κ for the converted binary
relevance annotation reaches 0.757, suggesting a substantial agree-
ment between the participants. A relatively high level of inter-person
agreement indicates that participants indeed made reliable relevance
judgments for the documents in the user study. According to the
participants’ annotations, among 60 sampled documents, 114 are 4:
very relevant, 79 are 3: fairly relevant, 69 are 2: somewhat relevant,
and 55 are 1: irrelevant.

We are also interested in whether the relevant text annotation
(II. 4 in Figure 2) is reliable or not. Thus, in this study, we regard
highlighting the relevant parts of text as making a binary annotation
for each word in the document and further assume that these binary
annotations are independent of each other. This enables us to use
Cohen’s κ to measure the inter-person agreement for the relevant
text annotation task. The κ for relevant text annotation is 0.364,
which suggests a fair agreement level among the participants.

Besides Cohen’s κ, we also compute the precision of individual
participants’ relevant text annotations. We regard the parts of a doc-
ument (i.e. a set of words in the document) that were highlighted by
more than half of the participants who assessed it as the true relevant
parts of the document. Then for the annotation of an individual
participant, the precision of her annotation is given by the proportion
of true relevant text in her highlighted text. The average precision
of all the participants is 0.734, which shows that the relevant text
annotation is fairly consistent across the participants.

4 TWO-STAGE READING MODEL
To address RQ1 and RQ2, in this section we analyze the reading
process during relevant judgement (i.e., eye movements and labeled
relevant text) and propose a two-stage reading model. In addition,
we compare participants’ reading patterns on relevant and irrele-
vant document, respectively, to investigate how relevance affect the
reading process.



Table 3: Reading behaviors on different vertical position in rele-
vant and irrelevant documents. Independent t-test is performed
to detect significant difference between relevant and irrelevant
documents. Significant results are bold while * represents p <
0.01, two-tailed.

Average Fixation Rate
Position 0∼20% 20%∼40% 40%∼60% 60%∼80% 80%∼100%
Relevant 0.238 0.253 0.230 0.224 0.160
Irrelevant 0.267 0.242 0.214 0.197 0.139
Diff -10.86%* 4.55% 7.48%* 13.71%* 15.11%*

Average Reading Time Per Word (msec)
Position 0∼20% 20%∼40% 40%∼60% 60%∼80% 80%∼100%
Relevant 106.3 112.61 92.81 82.93 52.47
Irrelevant 116.33 99.57 81.71 67.07 45.65
Diff -8.62% 13.10%* 13.58%* 23.65%* 14.94%*

4.1 Preliminary Relevance Judgement
To investigate users’ reading behavior in different parts of a docu-
ment, we split the document content into five parts according to the
vertical position. We first show the arrival time of each part in Fig-
ure 3. From the results, we can see that in general, the participants
read the documents sequentially from top to bottom.

We then present the average fixation rate and average reading
time per word for relevant and irrelevant documents in Table 3.
The average fixation rate is the average likelihood that a word is
fixated by the participant. Higher average fixation rate and longer
average reading time per word indicate that the participants put
more attention in this part of the document. First, we find that both
fixation rate and reading time tend to decay as the vertical position
increases, which indicates that users tend to read more carefully
at the beginning. In terms of the difference between relevant and
irrelevant documents, a significant difference (p-value < 0.01) in
average fixation rate for the 0∼20% part suggests that users paid
more attention to the top 20% content on irrelevant documents. This
is probably because that the participants were confused when reading
the beginning of an irrelevant document and put more attention
to confirm their irrelevant perception. For the lower part of the
documents, the difference between these two document sets become
apparent as the user tends to put much less attention to the lower part
of irrelevant documents. This result indicates that the user has made
a preliminary relevance judgement after reading the beginning of
documents and this judgment will influence their follow-up reading
behaviors. Therefore, the top 20%∼40% content that draws more
attention from users may be more important for the overall relevance
judgment of the whole document.

4.2 Reading with Preliminary Relevance
We further investigate users’ reading behavior in the documents
with different perceived relevance. First, we compare users’ fixation
transition behavior on relevant and irrelevant documents. Then, we
investigate how users’ reading attention correlates with their explicit
relevant text annotation.

4.2.1 Fixation Transition Behavior. Users’ fixation transition
behaviors can be split into three categories: Forward, Regression,
and Skim [31]. The percentages of three transitions on the documents
with different relevances are shown in Figure 4(a). To reduce the

Figure 3: The arrival time in different vertical position.

(a) Transition behavior (b) Correlations between read-
ing text and relevant text

Figure 4: Reading behaviors in the documents with different
perceived relevances. Two-tailed t-test is performed to detect
significant difference. Significant results are bold while * rep-
resents p < 0.01. “Rele in fixa” and “Fixa in rele” means the
proportion of relevant text in the text that users fixate on and
the proportion of the text that users fixate on in the relevant
text, respectively. “Cos sim” is cosine similarity.

noise in eye-tracking data, we use a threshold of 200ms suggested by
previous work [28] to filter out the fixations with a duration shorter
than it. We also tried other thresholds, varying from 200ms to 500ms,
and got similar results.

It is observed that there are more forward transitions and less
skim transitions on the relevant documents, with both differences
significant with p-value < 0.01. This finding indicates that users
tend to speed up their reading when they think the document is ir-
relevant and is similar to the Gwizdka et al.’s previous finding [18].
In addition, the percentage of regression on relevant documents is
lower than that on irrelevant documents with a marginal significance
(p-value = 0.011). It illustrates that as users reading faster in irrele-
vant documents, they are likely to go back to check some skipped
content. We will further investigate what content users tend to skim
in Section 5.2.

4.2.2 Reading Text vs. Relevant Text. Relevance judgment
may depend on finding relevant text in the document. Therefore,
we are also interested in how users read the relevant parts of text in
the document, given different preliminary relevance judgments. We
compared the users’ reading text and their highlighted relevant text in
the documents with different perceived relevances to investigate their
relationships. Specifically, we measure the consistency between the



Figure 5: A two-stage reading model which contains a “Reading
with Preliminary Relevance” stage (Stage 1) and “reading with
preliminary relevance” stage (Stage 2).

eye-fixated reading text and labeled relevant text by their overlaps
and the cosine similarity between them.

The results are shown in Figure 4(b). First, we can see that users’
reading text is not always consistent with their labeled relevant text.
Specifically, on relevant documents, users’ reading text is more
closely related to the relevant text in all three measurements, which
indicates that users’ eye-fixations are more reliable indicators for
relevant text on the relevant documents. In addition, we find that for
irrelevant documents, users still labeled some relevant text. When we
asked the participants why they labeled relevant text on documents
with lower relevance, most of them said that these documents only
fulfill part of their information needs. Therefore, although there is
some relevant text, they thought the whole document was not so
relevant to the search task.

4.3 Two-stage Reading Model
Based on the analysis above, we believe that users’ reading behavior
during relevance judgement can be regarded as a two-stage process.
Therefore, we propose a two-stage reading model, as shown in
Figure 5.

When making relevance judgment for a document, users usually
read the document sequentially from top to bottom, as shown in
Figure 3. At the first stage, without any relevance perception, users
exhibit similar behavior patterns when reading the beginning part
of the document (about top 20% to 40%). However, their behaviors
become significantly different on the later parts of relevant and irrel-
evant documents. This is due to that users have made a preliminary
relevance judgment in the first stage and this judgment will influence
their following reading behavior.

Then at the second stage, with the preliminary relevance judge-
ment, users will have different reading behaviors on the documents
with various relevance. When the document is perceived as irrele-
vant, the reading pattern is relatively disordered and can be associ-
ated with higher proportions of regression and skim. If the document
is perceived as relevant, users will have a more sequential reading
pattern and the reading text is more closely related to the labeled

relevant text. These phenomena can be explained by that the pre-
liminary relevance judgment affects users’ intents. On a potentially
relevant document, the user will try to explore and acquire more
knowledge about the current topic or search task (Knowledge acqui-
sition). On a seemingly irrelevant document, the user is still trying
to find some relevance evidence so as to confirm or disprove the
preliminary judgment (Relevance rechecking). Generally, the user
will have a higher reading rate and put less attention to each word in
the latter case.

Our model characterizes the reading pattern during relevance
judgment. Existing attention models simply assume a uniform at-
tention distribution over the whole document. However, in real
scenarios, users tend to put more attention to the beginning parts of
a document so as to make a preliminary relevance judgment for the
document. Then in the second stage, user’s attention distribution
decays according to vertical position and is affected by the prelim-
inary relevance judgement in the first stage. In addition, reading
behaviors in these two stages are also influenced by other factors,
such as position, lexical features, search task types, and query terms.
We will further discuss it in the next section. Such analysis may help
us better understand the cognitive process in relevance judgment
task and guide the development more reasonable retrieval models.

4.4 Summary
In this section, we focus on RQ1 and RQ2. For RQ1, we propose a
two-stage reading model which contains a “preliminary relevance
judgement” stage and “reading with preliminary relevance” stage.
By modeling the reading behavior as a two-stage process, we char-
acterize how the preliminary judgement in the first stage influences
users’ reading pattern in the second stage. For RQ2, we find that
users’ reading attention concentrates on the beginning part of docu-
ment and decay gradually. This decaying tendency is more apparent
for the irrelevant documents. In addition, in irrelevant documents,
users’ reading pattern is more disordered and contains more regres-
sions and skims.

5 READING BEHAVIOR BIAS
In this section, we focus on investigating how different behavior
biases influence users’ reading process during relevance judgment.
Specifically, we systematically study four factors that may alter
users’ reading behavior: position, lexical feature, search task type,
and query terms.

5.1 Position Bias
Previous studies have investigated the position bias on the examina-
tion of the search results on SERPs [11, 17]. Higher-ranked results
receive more user attention and have larger probabilities of being
examined [25]. According to Table 3, users’ fixation rate and reading
time are both affected by the vertical position. To further demon-
strate the effect of position bias on users’ attention, we present the
distribution of fixation numbers over different vertical positions in
Figure 6.

We split the positions into 3 areas and find that users’ reading
attention decreases from Area 1© to Area 3©. Users tend to pay
more attention to Area 1© (top 30% of the document). This can be
explained by that they need to first carefully read the beginning of
the document to form a preliminary relevance judgment (Stage 1 of
the two-stage reading model). The density of attention distribution



Figure 6: The proportion of fixation numbers in different verti-
cal positions.

in Area 2© is significantly lower than that in Area 1© (p-value <
0.01, two-tailed t-test), which indicates a transition to Stage 2, where
users read the content faster. There is a sharp decrease in attention
distribution in Area 3©. It is probably caused by that some of the
users already reach the final relevance judgment for the document
and left after reading 80% of its content.

The above observations illustrate how the position bias affects
users’ reading behavior and attention distribution during relevance
judgment. The results confirm that users’ fixation attention is not
uniformly distributed over the whole document, which implies that
the content located at higher positions should be more important in
determining the overall relevance of the document.

5.2 Lexical Feature
Psycholinguistic studies have shown that people read frequent words
and phrases more quickly [23], thus we should also consider the
influence of word complexity. We applied surprisal, which is the
negative log-likelihood of a word in the context, to describe how
unfamiliar a text is to users. By using the SRILM Toolkit [39],
we built a bi-gram language model based on a large-scale online
news data [40]. The relationship between word surprisal and atten-
tion is shown in Figure 7. The fixation rate and annotation rate is
the likelihood that a word is fixated or labeled as relevant by the
participant.

We can observe that the words with larger surprisal receive more
reading attention but it is not obviously related to relevant text anno-
tation. It is because surprisal is more closely related to low-level read-
ing attention, which can be well captured by eye-movements [37].
On the other hand, relevant text annotation relies more on the se-
mantic of text, thus surprisal is not a good indicator of relevant
text.

5.3 Search Task Types
Users’ cognitive processes vary in different information search
tasks [24]. We follow Li and Belkin [24] and consider two product
aspects of search tasks: intellectual and factual. In our study, we
have 7 factual tasks and 8 intellectual tasks. The average proportion
of relevant documents in two tasks is 60.4% and 61.3%, which is
close to the proportion in the whole dataset. Users’ reading behavior
and relevant text annotation behavior for intellectual and factual
tasks are compared in Table 4, where the values are normalized by
the number of words.

Figure 7: Fixation rate and relevant text annotation rate in dif-
ferent word surprisal.

Table 4: Reading behaviors and relevant text annotation rate
in different search types. Two-tailed t-test is performed to de-
tect significant difference. Significant results are bold while *
represents p < 0.01.

Fixation Rate Reading Time Annotation rate
Factual 0.232 96.14 0.222
Intellectual 0.201 75.07 0.299
Diff 15.32%* 28.07%* -25.76%*

It observed that users’ fixation rate is lower and their reading time
is shorter in intellectual tasks. However, the relevant text annotation
rate in intellectual tasks is higher than that in factual tasks. This
can be explained by that reading is more coherent in intellectual
tasks, where users tend to skip the content that is already familiar for
them. To validate this hypothesis, we compared a number of cases
and found that there exists a number of relevant text that contains
only a few (even no) fixation points in intellectual tasks. These
texts are similar to the context and relatively understandable but
indeed contribute to the search task. This indicates that there exists
a gap between reading text and relevant text. The reading attention
is influenced by many factors such as readability and coherence.
Besides, this gap is more significant in intellectual tasks.

The above observation illustrates that the reading attention found
by eye tracking devices is not consistent with the relevant text high-
lighted by the participants . Reading process is also controlled by
other factors such as text readability, coherence, and users’ pre-
knowledge. The gap between reading text and relevant text is more
significant in intellectual tasks compared to factual tasks.

5.4 Query Terms
Query is the explicit expression of users’ information needs. Query-
centric assumption proposed by Wu et al [41] strongly assumes that
the relevant information for a query only locates in the contexts
around query terms. Therefore, we try to inspect this assumption
and investigate the influence of the contexts around query terms
to users’ reading attention. In addition, we also investigate this
influence in different situations, i.e., in different vertical positions
and in documents with different relevance. Specifically, stop words
in query terms are removed to reduce the noise.

5.4.1 Impact of query-centric contexts. We aim to verify
whether contexts around query terms have higher probability to draw
users’ reading attention and more relevant text annotation. Window



Table 5: Influence of query terms with different window size.
Two-tailed t-test is performed to detect significant difference.
Significant results are bold while * represents p < 0.01.

Fixation rate
win size 0 1 3 5 10
Around query 0.279 0.246 0.239 0.236 0.231
Others 0.214 0.213 0.210 0.208 0.204
Diff 30.14%* 15.21%* 13.78%* 13.38%* 13.12%*

Annotation rate
win size 0 1 3 5 10
Around query 0.270 0.274 0.282 0.288 0.293
Others 0.258 0.256 0.251 0.243 0.226
Diff 4.80% 7.07%* 12.34%* 18.53%* 29.96%*

sizes from 0 to 10 are set to alter the width of context in words around
the query terms. The influence of query terms to users’ fixation rate
and relevant text annotation rate is shown in Table 5.

We can observe that contexts around the query terms draw higher
reading attention with p-value < 0.01, which indicates that query
terms have strong impacts on users’ reading process. When the
window size is 0, it means that only the query terms are considered
and they have drawn higher reading attention compared to other
words. Typically, when the window size is larger than 0, the contexts
around query terms have significantly higher probability to be anno-
tated as relevant text. This indicates the query-centric assumption is
reasonable, where the probabilities of reading attention and relevant
text are both higher around the query terms. Therefore, by using this
assumption, we can better find the location that draws users’ reading
attention and the relevant text in the relevance judgment task.

5.4.2 Position bias. As discussed in Section 5.1, position bias
is shown to exist in users’ reading process during relevance judge-
ment. To better understand the influence of query terms, we elimi-
nate the position bias by considering the above differences in differ-
ent vertical positions. The window size is set as 5 and the result is
shown in Table 6.

We can observe that at the top 40% position, users’ reading at-
tention of the contexts around query terms is similar to that of other
words. However, in the rest content, query terms show significant
impacts on users’ reading attention. It verifies the existence of a
preliminary relevance judgement stage in users’ reading process.
Since users tend to have higher reading attention and read more care-
fully in the beginning, there is no significant deviation of reading
attention in the contexts around query terms. Later on, users tend to
read faster since they have the pre-perceived relevance. Query terms
become important in guiding users allocate their limited attention in
this stage.

The above observation illustrates that query-centric bias may not
affect users’ reading attention in the beginning of a document be-
cause users consistently put more attention in this part, in spite of
the relevance of the document. After the preliminary relevant judge-
ment stage, contexts around query terms begin to show their impacts,
which have higher probability to draw users’ reading attention.

5.4.3 Impact of relevance. In the second stage of our pro-
posed reading model, users’ reading behavior is different with differ-
ent pre-perceived relevances. To investigate the influence of query
terms in different relevance-levels, we further conduct two-way

Table 6: Influence of query terms to reading attention at differ-
ent vertical positions when window size is 5. Two-tailed t-test
is performed to detect significant difference. Significant results
are bold while * represents p < 0.01.

Fixation rate
Position 0∼20% 20%∼40% 40%∼60% 60%∼80% 80%∼100%
Around query 0.255 0.256 0.244 0.241 0.168
Others 0.246 0.245 0.213 0.201 0.144
Diff 3.66% 4.49% 14.55%* 19.90%* 16.67%*

ANOVA tests, that regard Match (whether the word is around query
terms) and Relevance as factors, for both users’ fixation rate and
relevant text annotation rate. The result is shown in Figure 8.

For fixation rate, only the main effect of Match is significant,
where F (1,23808) = 111.56, p-value < 0.01. In Figure 8(a), we
observe that users’ fixation rate is similar when focusing on con-
texts around the query terms. It illustrates that influence of contexts
around the query terms to reading attention is independent of rele-
vance.

For relevant text annotation rate, the main effect of Match (F
(1,23808) = 171.16, p-value < 0.01) and Relevance (F (1,23808) =
3555.18, p-value < 0.01) are significant, and the interaction effect
(F (1,23808) = 9.89, p-value < 0.01) is also significant. Figure 8(b)
shows the average annotation rate under different relevances. Con-
texts around the query terms and higher relevance are associated with
higher annotation rate. This indicates that query-centric assumption
is more reliable to find relevant text in relevant document.

(a) Fixation Rate (b) Annotation rate

Figure 8: Two-way ANOVAs result of relevance influence in
reading process.

5.5 Summary
In this section, we investigate the factors affecting users’ reading
process during relevance judgement, which is our research question
RQ3. We found that position and lexical feature have more impacts
on reading attention rather than labeled relevant text. Gap between
users’ reading attention and labeled relevant text is more significant
in intellectual task. In addition, query-centric contexts indeed draw
more reading attention but users do not rely too much on query in the
beginning since they read more carefully for preliminary relevance
judgement. Besides, the influence of query terms to reading attention
is independent of relevance and they are more reliable to find relevant
text in relevant documents.



Table 7: Features adopted in attention prediction.

Feature Category Features

Structure

Position offset
Vertical position
Horizontal position
Word length

Linguistic

TF-IDF
Part-of-speech
Word surprisal
Word sparsity
Sentence coherence

Query Query exact match
Query soft match

6 ATTENTION PREDICTION
In this section, we use different categories of features to predict
users’ fixation attention (fixation rate) and their labeled relevant text
(annotation rate). In addition to the fine-grained word-level attention
prediction, we also attempt to predict sentence-level and paragraph-
level attention, which are defined as the average ratio of the fixated
or highlighted words in a sentence or a paragraph. We regard the
prediction as a regression problem and use Pearson’s Correlation
Coefficient (PCC) to evaluate the regression performance. The raw
data of our experiments is available1.

6.1 Features
The features we applied are listed in Table 7 and are categorized
into three groups: Structure features, Linguistic features, and Query
features. In addition to the factors discussed in Section 5, we also in-
corporate other text-based, static features into our prediction models.
Structure features include the position and length of each word,
which are commonly used in eye tracking studies [20]. Linguis-
tic features are the text-based features that are independent of the
query. Word sparsity is the word count in a large-scale online new
corpus [40]. We also use this corpus to train word embeddings using
Word2Vec algorithm. Sentence coherence features are then obtained
by computing the minimum and average cosine similarity between
the word embedding vectors in each sentence. Query features cap-
ture the similarity between the objective text and query terms. After
removing the stop words in the queries, we use whether a word is
in the query-centric contexts with window sizes of 1, 3, 5, 10 as
the query exact match features and the cosine similarity between
the word and the query as query soft matching features. Minimum,
maximum, average, and sum values of all the word-level features
are computed as the features for sentence-level and paragraph-level
prediction.

6.2 Prediction Results
Attention prediction can be regarded as supervised regression prob-
lem. We perform a 5-fold cross validation to evaluate the perfor-
mance of the regression model. We tried different regression models
(e.g., Support Vector Machine (SVM), Gradient Boosting Regres-
sion Tree (GBRT), Logistic Regression (LR), Conditional Random
Field (CRF) [20]) and found that their performances are similar.
Therefore, we only show the results for GBRT in Table 8.

1http://www.thuir.cn/group/∼YQLiu/

Table 8: Prediction results in different levels. (*/** indicate sta-
tistical significance at p < 0.01/0.05 level compared to the best
category, which is bold.)

Category Word Sentence Paragraph

Fixation
Rate

Structure 0.494 0.832 0.894
Linguistic 0.398* 0.790* 0.893*

Query 0.216* 0.756** 0.803*
All 0.505 0.836 0.902

Annotation
Rate

Structure 0.480 0.454** 0.397
Linguistic 0.458* 0.479 0.471

Query 0.220* 0.496 0.429
All 0.549 0.531 0.468

We first compare the performance of models based on Structural
features, Linguistic features, and Query features, respectively. We
can observe that for reading attention (fixation rate), structure fea-
tures outperform the other two feature groups significantly and that
query features are not so effective in predicting reading attention.
This result is consistent with the findings in Section 5.1 that the po-
sition bias heavily influence user reading behaviors during relevance
judgement, which suggests that we should incorporate the position
bias into the computational attention models.

As for annotation rate, structure features also outperform other
features at word-level. However, because the contexts around the
query are more likely to be relevant, query features perform better
than structure features at sentence-level. At paragraph-level, the
semantic information is more important, therefore the model based
on linguistic features has the best performance.

We also find that combining all the features consistently improve
the performance of attention prediction. This finding further sug-
gests that users’ reading behavior and attention distribution during
relevance judgment are affected by a variety of factors.

7 CONCLUSION
Human’s reading behavior during relevance judgement is a complex
cognitive process. In this paper, by conducting a carefully designed
experiment, we found that users’ reading process can be modeled
as a two-stage process. First, in Stage 1, users tend to allocate a
higher level of attention in reading the beginning (about 20% to
40%) of a document and make a preliminary relevance judgement.
Then, in Stage 2, users take different reading strategies based on
the preliminary judgement in the previous stage. They will gather
evidence either to acquire knowledge or to validate the judgement.
Detailed analysis of the experiment results further shows that users’
reading process is affected by different factors, such as position bias,
linguistic feature, search task types, and query terms. Specifically,
we verified the query-centric assumption and discovered its subtle
influence in different vertical position and relevance-level. Finally,
we adopt GBRT to predict users’ reading attention at different levels.
Results show that query-independent features outperform query-
dependent features, which indicates that users allocate attentions
based on many signals other than query terms during relevance
judgement.

Our proposed reading model can better explain users’ cognitive
process during relevance judgement and provides implications for
improving the design of search engines. For example, we can use the

http://www.thuir.cn/group/~YQLiu/


predicted attention distribution to improve existing retrieval models
and summarization models. We can further infer the quality of
relevance annotation by inspecting annotators’ reading behavior.

In the future, we plan to study the reading behavior in a real search
context with more complex page layouts and multi-modal elements
such as images and videos. We are also interested in comparing
the reading patterns of annotators and search engine users. We
believe such studies can help us understand user’s search process
and provide insights for improving Web search engines.
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