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ABSTRACT
Legal case retrieval is a special IR task aiming to retrieve supporting
cases for a given query case. Existing works have shown that con-
versational search paradigm can improve users’ search experience
in legal case retrieval. One of the keys to a practical conversational
search system is how to ask high-quality clarifying questions to ini-
tiate conversations with users and understand their search intents.
Recently, Large Language Models, such as ChatGPT and GPT-4,
have shown superior ability in both open-domain QA and conver-
sations with human. Thus it is natural to believe that they could be
applied to legal conversational search as well. However, our prelim-
inary study has shown that generating clarifying questions in legal
conversational search with SOTA LLMs (e.g., GPT-4) often suffers
from several problems such as duplication and low-utility contents.
To address these problems, we propose LeClari, which leverages
legal event schema as external knowledge to instruct LLMs to gen-
erate effective clarifying questions for legal conversational search.
LeClari is constructed with a prompt module and a novel legal
event selection module. The former defines a prompt with legal
events for clarifying question generation and the latter selects po-
tential event types by modeling the relationships of legal event
types, conversational context, and candidate cases. We also pro-
pose ranking-oriented rewards and employ the reward augmented
maximum likelihood (RAML) method to optimize LeClari directly
based on the final retrieval performance of the conversational legal
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search system. Empirical results over two widely adopted legal case
retrieval datasets demonstrate the effectiveness of our approach as
compared with the state-of-the-art baselines.
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1 INTRODUCTION
In recent years, legal case retrieval has attracted much attention
in the IR research community. It aims to retrieve supporting cases
for a given query case and constitutes an essential component of a
legal information system. In practice, prior cases are primary legal
materials in various law systems. When using a conventional legal
case retrieval system, users need to issue queries to express their
information needs [8, 21], which could be complex and difficult
to verbalize [31]. Conversational search is a rising topic in IR [26]
and it can help users better express their information needs [4, 26],
especially for complex search tasks [3, 32]. In legal case retrieval,
studies have shown that conversational search paradigm can im-
prove legal case retrieval from a variety of perspectives including
but not limited to query formulation, users’ satisfaction and search
success [15, 17, 18].
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One of the key research problems in conversational search sys-
tems is how to ask good clarifying questions based on the conver-
sation context so that we could better understand user intents and
guide future conversations based on the user’s answers. Recently,
revolutionary Large Language Models (LLMs) techniques, such as
ChatGPT [24] and GPT-4 [25], have shown strong zero-shot and
few-shot generalization ability in many natural language process-
ing tasks. Intuitively, it seems natural to apply LLMs to generate
clarifying questions for legal conversational search, e.g., using sim-
ple prompts such as "based on the above conversation, please ask
a clarifying question to further understand the background infor-
mation of the legal case?”. However, our preliminary study on the
state-of-the-art LLMs (e.g., ChatGPT and GPT-4) has shown several
problems that limit their performance in asking high-quality clarify-
ing questions for legal conversational search. First, they sometimes
generate clarifying questions that focus on facts that have already
been presented in the previous context, which could provide low
or no additional information to the conversation. Second, existing
LLMs often ask general questions that are not relevant from the
legal perspectives and thus provide limited benefits for the perfor-
mance of downstream legal retrieval models. Because LLMs are
usually built with open-domain data and are not trained specifically
for clarifying question generation, they do not know what to ask
and how to ask effective questions in legal case retrieval.

Inspired by recent studies on constrained question generation [36]
and conversational product search [6, 43, 45], we propose LeClari,
a conversational search model that generates high-quality clari-
fying questions for conversational legal case retrieval. LeClari is
constructed with a prompt module and an event selection module.
The event selection module iteratively selects event types from
a legal event schema to guide LLMs to ask clarifying questions
with the prompt module. The legal event schema can be considered
as a special kind of legal database that contains multiple types of
legal events with their descriptions. Here we leverage the existing
legal event schema LEVEN [38] for the prompt construction in
LeClari. The event schema LEVEN reasonably divides the key facts
in criminal cases into 108 event types and can be utilized as external
knowledge to promote downstream legal applications. By selecting
event types from LEVEN, LeClari can ask questions effectively to
narrow down the search space of downstream retrieval models and
thus improve the performance of the whole system.

However, adopting existing conversational models to the selec-
tion of legal event types is suboptimal because they mostly ignore
the connections between event type selection and downstream re-
trieval tasks. To this end, LeClari explicitly models the relationships
of legal event types, conversational context, and potential candidate
cases retrieved by downstream legal case retrieval models together
in its event selection module. Further, we propose ranking-oriented
rewards and employ the reward augmented maximum likelihood
(RAML) method [22] to optimize LeClari directly for downstream
retrieval metrics such as MAP and NDCG.

We conduct empirical experiments on two widely adopted legal
case retrieval datasets, including the LeCaRD [20] dataset and the
CAIL2022-LCR dataset. For evaluation, we compare with several
other event type selection strategies in conversational models to
verify the effectiveness of our model. Empirical results demonstrate
that our model can select appropriate event types for LLMs to

construct useful clarifying questions and improve the legal case
retrieval performances significantly than all the baselines on the
two datasets.

2 RELATEDWORK
2.1 Legal case retrieval
Legal case retrieval is a specialized IR task [33, 34, 39]. Several
approaches have been explored in previous research of legal IR,
including knowledge engineering-based techniques and NLP-based
methods [7]. For instance, [27] combined symbolic and connection-
ist artificial intelligence techniques to integrate both symbolic and
sub-symbolic information in legal domain. [28] developed a legal
knowledge-based framework to overcome synonymy and ambiva-
lence of words in query process and enhance the user’s query for
retrieving truly relevant legal judgments. However, these existing
legal case retrieval systems still followed a traditional search par-
adigm in which users issued keyword-based queries to describe
their information needs [8, 21]. With the rapid development of
deep learning, applying pre-trained language models (PLMs) to
legal case retrieval has received a huge success. [30] proposed a
BERT-based neural network to model paragraph-level interactions
for legal case retrieval. And [19, 29, 30] suggested that BERT-based
neural networks improved the performance of the legal case re-
trieval task significantly. In recent years, knowledge transfer has
become a popular research topic [5, 14, 16]. In addition to the origi-
nal PLMs pre-trained by multiple resources, [10–13] demonstrated
that domain-adaptive pretraining improves the performance of
PLMs in domain-specific tasks. For example, [42] and [37] used
large legal corpus to pre-train BERT and Longformer, respectively.
Both models outperform their precedent PLMs in legal tasks.

2.2 Learning to Ask Clarifying Questions
Clarifying questions are important parts to improve conversational
search systems and has attracted much attention in the IR research
community [1, 40]. Recently, LLMs [24, 25] are revolutionizing nat-
ural language processing and have great potential in promoting
clarifying question generation. As LLMs are not specifically trained
for clarifying question generation, researchers relied on providing
constrained prompts to elicit their zero-shot generalization ability.
In open-domain conversational search, [36] proposed to constrain
the clarifying question decoding with search facets to solve the cold-
start problem. And in conversational product search, researchers
focused on asking clarifying questions based on a pre-defined prod-
uct aspect set and propose a series of learning to ask strategies.
[44] learned to ask a good question based on user preferences and
the rewards over question performances. [41] predicted the next
question to ask to the user by maximizing the probability of the
next question based on the softmax output layer for probability
estimation. And [43] proposed a set of systematic learning to ask
strategies, including both greedy (GBS) and explore-exploit (bandit
learning) strategies. Compared to these studies, we propose LeClari
which selects event types from the legal event schema to generate
clarifying questions and promote the legal case retrieval systems.

3 PRELIMINARY STUDY
In this section, we conduct a preliminary study to investigate the
clarifying question generation performances of LLMs in legal case
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Table 1: The Quality Scores of Clarifying Questions by LLMs

Aspect LeCaRD CAIL2022-LCR
ChatGPT GPT-4 ChatGPT GPT-4

Relevance 0.9907 0.9953 0.9885 0.9923
Answerability 0.6075 0.6636 0.6308 0.6731
Information Gain 0.3645 0.3738 0.3846 0.3954

retrieval scenario, which leads to the following two research ques-
tions:

• RQ1: What are the qualities of the clarifying questions gen-
erated by LLMs in legal scenarios, independent of the search
system?

• RQ2: Can the clarifying questions generated by LLMs pro-
vide benefits for the performance of downstream legal re-
trieval models?

3.1 Conversation Construction
To address the above two research questions, we utilize two widely
adopted legal case retrieval datasets LeCaRD [20] and CAIL2022-
LCR1 to construct the conversations and evaluate the clarifying
questions. LeCaRD is the first criminal case retrieval dataset under
the Chinese law system. Challenge of AI in Law (CAIL) is a compe-
tition held annually under the guidance of the Supreme People’s
Court and the Chinese Information Processing Society of China to
promote AI technology and a higher level of digital justice since
2018. As one of the eight tasks in CAIL 2022, the legal case retrieval
task provides a dataset named CAIL2022-LCR. These two datasets
contain several query cases (i.e., the complete fact description parts
of case documents) and each query case corresponds to a candidate
case pool with a size of 100. It is required to select relevant cases
from the candidate case pool for each query case. Every candidate
case has a four-level relevance label annotated by criminal law
experts. To analyze the LLMs’ abilities to generate legal clarifying
questions, we construct conversations based on the two datasets
following the steps below.

(1) Initial query construction.We invited a PhD student major in
criminal law to select 1-2 sentences from each query case and
rewrite them into coherent statements as the initial query.
Note that we focus on situations where the search system
needs to ask clarifying questions to further understand the
background information of the query case. Therefore, we
asked the PhD student to leave some important information
from the query case when formulating the initial query and
mark it in the query case. We hope that the clarifying ques-
tions can help the search system to complete this part of
information. We utilize the initial query as the start of the
conversation.

(2) Clarifying question generation. Then we apply LLMs includ-
ing ChatGPT and GPT-4 to generate a clarifying question
as the system reply based on the contextual conversation
information. Specifically, we incorporate the conversation
into the following prompt and feed the prompt into LLMs to
generate the clarifying question:

1http://cail.cipsc.org.cn/index.html

You are now a knowledgeable judge in law. The current
conversation between you and the user is as follows: [the
conversation]. Based on the above conversation, what clar-
ifying question can you ask to further understand the
background information of the case?

(3) User response simulation. After the system asks the clarify-
ing question, the user needs to answer it as the response
based on the query case. This process is similar to reading
comprehension (i.e., answer the question based on the back-
ground information). Considering that the cost of collecting
the user feedback is prohibitive, we use another LLM as a
user simulator to generate the answer instead. Specifically,
we incorporate complete fact description part of the original
case document (i.e., the query case) from which we generate
the initial query and the last clarifying question into the fol-
lowing prompt and feed the prompt into the LLM to generate
the answer:
Please read the following background information: [the
original fact description of case document used to generate
the query]. And answer the following question: [clarifying
question].

Based on previous user study results [18], the average number of
clarifying questions is 4 in the scenario of conversational legal case
retrieval. Therefore, for each query case, we generate four clarifying
questions to complete the conversation construction process.

In addition, to ensure the quality of the user simulator, we ran-
domly selected 20 conversations from two datasets (a total of 40
conversations, 160 clarifying questions and answers) and invited
another three graduate students major in criminal law to annotate
the answers to each clarifying question (1 point - correct, 0 point -
incorrect). The Fleiss’s ^ among three assessors was 0.913, indicat-
ing almost perfect agreement [9]. If there were disagreements, we
took the result of the majority vote. We find that only 3 answers
are annotated as incorrect. This shows that the user responses
generated by the LLM is convincing.

3.2 Clarifying Question Quality Analysis
To address RQ1, we evaluate the qualities of the clarifying ques-
tions generated by the LLMs from multiple aspects, independent
of the search system. Specifically, the three graduate students la-
beled each clarifying question in the constructed conversations
according to topic relevance, answerability, and information gain.
They denote whether the clarifying question is relevant to the ini-
tial query, can be answered based on the query case and provides
additional information, respectively. Each labeling task asks the
annotators to assign a label to the clarifying question (1 point -
relevant/answerable/provide additional information, 0 point - ir-
relevant/unanswerable/not provide additional information). The
Fleiss’s ^ scores of the three tasks were 0.863, 0.834 and 0.818,
respectively, indicating almost perfect agreement. We obtain the
labels based on majority voting.

We calculate the average quality scores for these three aspects,
respectively. The results are shown in Table 1. We find that almost
all clarifying questions are relevant to the initial query. However,
more than 30% of clarifying questions can not be answered, indi-
cating that the corresponding information is not mentioned in the
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Table 2: Retrieval performance comparison of the con-
versations with/without clarifying questions in terms of
NDCG@10. There are no significant differences between the
performances with or without clarifying questions.

Dataset BERT-Crime LawFormer
w/o clarify ChatGPT GPT-4 w/o clarify ChatGPT GPT-4

LeCaRD 0.5369 0.5447 0.5481 0.5021 0.5086 0.5099
CAIL-LCR 0.5999 0.6085 0.6105 0.5569 0.5591 0.5603

query case. In addition, only 35-40% of clarifying questions can
help the search system obtain additional information. This means
for 20-30% of clarifying questions, although their corresponding
answers can be found in the query case, the content they ask about
has already been presented in the existing conversation. But LLMs
fail to realize this.

3.3 Retrieval Performance Analysis
To address RQ2, we investigate whether the clarifying questions
generated by LLMs can obtain useful information to improve the
retrieval performance in legal scenarios. Specifically, we first fine-
tune two legal pre-train language models, BERT-Crime [42] and
LawFormer [37], on a conversational legal case retrieval dataset [18]
to enhance their conversational search abilities. We use pair-wise
loss to train them by feeding the concatenation of the conversation
and the candidate case document. We hope that they can find rele-
vant cases when the information is sufficient, so as to determine
whether the clarifying questions have obtained useful information
based on retrieval performance. Then we utilize them to compute
the relevance scores between the constructed conversations and
candidate cases. Finally, we compare the retrieval performances
between using the conversations without clarifying questions (i.e.,
only the initial query) and those with clarifying questions generated
by LLMs.

We use NDCG@10 as the retrieval metric and the results are
shown in Table 2. The differences are all not significant at 0.05
level with a two-tailed pairwise t-test. We find that the clarifying
questions proposed by LLMs (i.e., "ChatGPT" and "GPT-4" group)
do not significantly improve legal case retrieval performance, al-
though the retrieval metrics are slightly worse when clarifying
questions were not proposed (i.e., "w/o clarify" group). This indi-
cates that although some clarifying questions by LLMs can obtain
additional background information, they do not help improve the
conversational legal case retrieval performances.

3.4 Summary
Regarding the two research questions, we find two disadvantages of
legal clarifying questions which are generated by LLMs directly: (1)
As forRQ1, although almost all the clarifying questions are relevant
to the search task, more than half of them are unable to obtain
additional information. Especially some of them focus on facts that
have already been presented in the previous context, which could
provide low or no additional information to the conversation. (2)
As for RQ2, they are not relevant from the legal perspectives and
thus provide limited benefits for the performance of downstream
legal retrieval models.

Table 3: Statistics and examples of event schema LEVEN

Category #Type Type Examples

General_behaviors 40 Buying, Selling
Prohibited_acts 40 Bodily_harm, Escaping
Consequences 7 Death, Injury
Judicature_related 13 Surrendering
Accident 4 Traffic_accident
Natural_disaster 4 Flood_and_waterlogging

4 LECLARI
In this section, we present LeClari which is a conversational search
model that generates high-quality legal clarifying questions (ref.
Figure 1). We first introduce the Prompt Module (PM) with legal
event types to generate clarifying questions by LLMs and the work-
flow to interact with users. Then we show the Event Selection
Module that selects appropriate event types for Prompt Module
and the model training strategy.

4.1 Prompt Module
To overcome the two disadvantages mentioned in Section 3 and
generate useful clarifying questions for legal case retrieval, we
propose the Prompt Module by leveraging the legal event schema
LEVEN2 [38] for LLMs prompt constructions. LEVEN is constructed
based on the law articles, legal textbooks and case documents. It
can be considered as a special kind of legal database which groups
the facts of criminal law into 108 event types. The event types can
be divided into 6 categories and the examples are shown in Table 3.
The first three categories are related to various human behaviors.
The fourth and fifth are related to results. The last one is related to
majeure. Each event type has a textual description, like "Escaping:
Fleeing and hiding to avoid unfavorable circumstances." Therefore,
the event types can be added as constrains into the LLMs prompts to
generate clarifying questions. The constrained generated questions
can help the search systems know the detailed facts in the back-
ground information related to the event type. On the one hand, we
can force to use different event types as the constrains in different
rounds. It can force LLMs to generate different clarifying questions
and avoid asking about the same contents. On the other hand, [38]
found that the legal case retrieval performance could be improved
when they focused on the facts related to event types of LEVEN
in the query case. Intuitively, selecting appropriate event types
from LEVEN can offset the disadvantages mentioned in Section 3.
So at each round, the Prompt Module selects an event type and
incorporates it into a pre-defined LLMs prompt. The descriptions
are also used to explain the event type. For example, when the user
issues an initial query "Alice drove a car at night and crashed into
Bob", we can select "Escaping" event type to construct the following
prompt:

Prompt: You are now a knowledgeable judge in law.
The current conversation between you and the user is as
follows: User: Alice drove a car at night and crashed into

2https://github.com/thunlp/LEVEN
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Figure 1: The overview of LeClari. PM denotes the Prompt Module.

Bob. Based on the above conversation, what "Escaping"-
related clarifying question can you ask to further un-
derstand the background information of the case? Here
"Escaping" means fleeing and hiding to avoid unfavor-
able circumstances.

And ChatGPT can generate the following clarifying questions based
on this prompt, which is highly related to the event type: "Can you
provide any information on whether Alice attempted to flee or hide
after the accident?"

4.2 Workflow
After defining the Prompt Module, we can formalize the workflow
of LeClari to interact with users based on it (shown in Figure 1(a)).
Assume that we have 𝑁 event types 𝐸 = {𝑒1, 𝑒2, ..., 𝑒𝑁 } and𝑀 can-
didate cases 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑀 }. We now consider a conversation
search scenario where users and the search system are discussing
and finding relevant legal case documents for a specific query case.
A user with a legal query case issued an initial query𝑄0 in the form
of natural language to start a search session. During the session,
the search system selects an event type 𝑒′ (by the Event Selection
Module in Section 4.3) for the Prompt Module to generate a clarify-
ing question 𝑞′. And the user provides an associated answer 𝑎′ for
the clarifying question based on her query case. In the conversation
for each search session, the system asks the user a sequence of clar-
ifying questions and collects a sequence of user answers. Suppose
LeClari asks 𝐾-round clarifying questions, the sequence 𝑆𝐾 of the
events, clarifying questions and answers are represented as follows:

𝑆𝐾 = {(𝑒′1, 𝑞
′
1, 𝑎

′
1), (𝑒

′
2, 𝑞

′
2, 𝑎

′
2), ..., (𝑒

′
𝐾 , 𝑞

′
𝐾 , 𝑎

′
𝐾 )} (1)

Based on the sequence 𝑆𝐾 , the current conversation 𝑄𝐾 can be
denoted as follows:

𝑄𝐾 = {𝑄0, (𝑞′1, 𝑎
′
1), (𝑞

′
2, 𝑎

′
2), ..., (𝑞

′
𝐾 , 𝑎

′
𝐾 )} (2)

Finally, we apply the fine-tuned BERT-Crime or LawFormer in
Section 3.3 as the Ranker. They rank the candidate cases 𝐶 based
on the conversation 𝑄𝐾 and obtain the ranking list 𝐿𝐾 :

𝐿𝐾 = 𝑅𝑎𝑛𝑘𝑒𝑟 (𝑄𝐾 ,𝐶) = {𝑐𝐾1 , 𝑐
𝐾
2 , ..., 𝑐

𝐾
𝑀 } (3)

where 𝐿𝐾 is a permutation of the candidate case set 𝐶 . Thus, the
sequence of actions in the conversation can be represented as:

𝑄0 → 𝐿0 → 𝑒′1, 𝑞
′
1, 𝑎

′
1, 𝑄1 → 𝐿1 → 𝑒′2, 𝑞

′
2, 𝑎

′
2, 𝑄2 → 𝐿2 →

... → 𝑒′𝐾 , 𝑞
′
𝐾 , 𝑎

′
𝐾 , 𝑄𝐾 → 𝐿𝐾

(4)

The goal of the search system is to maximize the retrieval metrics
of the ranking list 𝐿𝐾 . We compute the retrieval metrics each round
until asking 𝐾 clarifying questions. Note that 𝐾 is a pre-defined
number and we leave the selection of the number of clarifying
questions as future work.

4.3 Event Selection Module
The relevance estimation in legal case retrieval has already achieved
good solutions through pre-trained models. So we fix the parame-
ters of Ranker and focus on selecting appropriate event types and
asking useful clarifying questions in this paper. We design the Event
Selection Module (ref. Figure 1(b)), which selects the (𝑘 + 1)-round
event types 𝑒′

𝑘+1 for the Prompt Module given the initial query 𝑄0,
the 𝑘-round sequence 𝑆𝑘 and the 𝑘-round ranking list 𝐿𝑘 . It contains
an encoding layer, an interaction layer and a decision layer.

4.3.1 Encoding Layer. To mine the rich semantic information in
the conversations, event descriptions and candidate cases, we apply
a shared encoding layer to generate semantic embeddings for them.

As for the conversation 𝑄𝑘 , we set LawFormer [37] as our en-
coder, which is a Longformer-based pre-trained language model for
legal long documents understanding. In detail, the conversation𝑄𝑘
contains the initial query and a sequence of clarifying questions and
answers. It can be denoted as {𝑄0, (𝑞′1, 𝑎

′
1), ..., (𝑞

′
𝑘
, 𝑎′
𝑘
)}. Usually, a

specific token [CLS] is inserted as the first token and another token
[SEP] is utilized to split different segments. Therefore, the semantic
embeddings of the conversations can be obtained as follows:

𝑥𝑄 = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟 ( [𝐶𝐿𝑆] ◦𝑄0◦ [𝑆𝐸𝑃] ◦𝑞′1◦𝑎
′
1◦ ...◦ [𝑆𝐸𝑃] ◦𝑞

′
𝑘
◦𝑎′
𝑘
) (5)

Here, ◦ denotes the concatenation of two sequences. And we use the
[CLS] representations as the semantic embeddings of conversations.

In addition, given all event types 𝐸 = {𝑒1, 𝑒2, ..., 𝑒𝑁 }, we also
apply LawFormer to map each event type to a dense representa-
tion based on its description. Specifically, the description of 𝑖-th
event type 𝑒𝑖 is a word sequence (𝑤𝑒

𝑖1,𝑤
𝑒
𝑖2, ...,𝑤

𝑒
𝑖𝑉
). 𝑉 represents
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the maximum length of event description. We also insert the [CLS]
token as the first token and the semantic embedding of 𝑖-th event
type is generated as follows:

𝑥𝑒𝑖 = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟 ( [𝐶𝐿𝑆],𝑤𝑒𝑖1,𝑤
𝑒
𝑖2, ...,𝑤

𝑒
𝑖𝑉 ) (6)

We also use the [CLS] representations as the semantic embeddings
of event types.

As for the ranking list of candidate cases 𝐶 = {𝑐𝑘1 , 𝑐
𝑘
2 , ..., 𝑐

𝑘
𝑀
},

the 𝑗-th ranked candidate case can be denoted as a word sequence
(𝑤𝑐

𝑗1,𝑤
𝑐
𝑗2, ...,𝑤

𝑐
𝑗𝑈

) and 𝑈 represents the maximum length of can-
didate case. Similarly, we encode the 𝑗-th ranked candidate case
by LawFormer and use the [CLS] representation as its semantic
embedding:

𝑥𝑐𝑗 = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟 ( [𝐶𝐿𝑆],𝑤
𝑐
𝑗1,𝑤

𝑐
𝑗2, ...,𝑤

𝑐
𝑗𝑈 ) (7)

4.3.2 Interaction Layer. The final aim of LeClari is to find relevant
legal cases. So the Event Selection Module needs to consider about
not only the conversation context but also the ranking list of candi-
date cases. Therefore, we apply an interaction layer which aims to
enhance the representations of the event types based on the con-
versation and candidate cases. To achieve this purpose, we leverage
two Vanilla Transformers to represent event embeddings. One of
them (named Event-Conversation Transformer) encodes the event
types with conversations and another (named Event-Candidate
Transformer) encodes the event types with the ranking lists of
candidate cases. The multi-head attention mechanism used in the
Transformer captures interaction information between the event
types and the conversations/candidate cases.

As the input of the Event-Conversation Transformer, we uti-
lize the semantic embeddings {𝑥𝑄 , 𝑥𝑒1 , 𝑥

𝑒
2 , ..., 𝑥

𝑒
𝑁
} obtained in Sec-

tion 4.3.1 and add the segment embeddings which help the model
distinguish between conversations and event types (denoted as I𝑠𝑒𝑔𝑐𝑜𝑛
and I𝑠𝑒𝑔𝑒𝑣𝑒𝑛𝑡 , respectively). Specifically, the input embedding of the
conversation is represented as follows:

I𝑄 = 𝑥𝑄 + I𝑠𝑒𝑔𝑐𝑜𝑛 (8)

Meanwhile, because our task aims to select the next round event
type for clarifying question generation, the event selection history
should be taken into consideration. For example, when the conver-
sation contains the event "Robbery", it is necessary to select "Injury"
to construct a clarifying question to know whether the defendant
has caused injuries. Therefore, given the selected event types in
the previous 𝑘 round 𝐸′

𝑘
= {𝑒′1, 𝑒

′
2, ..., 𝑒

′
𝑘
}, the input embeddings of

event types add selected embeddings (denoted as I𝑠𝑒𝑙
S(𝑒𝑖 ∈𝐸′𝑘 )

). When
𝑒𝑖 has been selected, 𝑒𝑖 ∈ 𝐸′

𝑘
is true and S(𝑒𝑖 ∈ 𝐸′

𝑘
) = 1, other-

wise 𝑒𝑖 ∈ 𝐸′
𝑘
is false and S(𝑒𝑖 ∈ 𝐸′

𝑘
) = 0. Specifically, the input

embedding of the 𝑖-th event type is represented as follows:

I𝑒𝑖 = 𝑥
𝑒
𝑖 + I𝑠𝑒𝑔𝑒𝑣𝑒𝑛𝑡 + I𝑠𝑒𝑙S(𝑒𝑖 ∈𝐸′𝑘 )

(9)

Based on the input embeddings of the conversation and event
types, the Event-Conversation Transformer can generate the en-
hanced representations as follows:

[ℎ𝑄 , ℎ𝑒𝑄1 , ..., ℎ
𝑒𝑄

𝑁
] = 𝑇𝑟𝑎𝑛𝑠 𝑓 𝑜𝑟𝑚𝑒𝑟 (I𝑄 , I𝑒1, ..., I

𝑒
𝑁 ) (10)

where ℎ𝑄 is the enhanced conversation representation and ℎ𝑒𝑄
𝑖

is
the 𝑖-th event type enhanced representation which is combined
with conversational information.

As for the input of the Event-Candidate Transformer, we utilize
the same event input embeddings as the Event-Conversation Trans-
former. And the input embedding of the 𝑗-th ranked candidate case
also contains the semantic embedding 𝑥𝑐

𝑗
and segment embedding

(denoted as I𝑠𝑒𝑔𝑐𝑎𝑠𝑒 ). In addition, because the final aim of our task
is to improve the legal case retrieval performance(i.e., rerank the
candidate list), the current ranking position information is impor-
tant for event selection decision. Therefore, the ranking embedding
I𝑟𝑎𝑛𝑘
𝑗

for 𝑐𝑘
𝑗
is added to the input, which helps the model distinguish

between candidate cases on different ranks:

I𝑐𝑗 = 𝑥
𝑐
𝑗 + I𝑠𝑒𝑔𝑐𝑎𝑠𝑒 + I𝑟𝑎𝑛𝑘𝑗 (11)

Then we can obtain the enhanced representations by the Event-
Candidate Transformer as follows:

[ℎ𝑒𝐶1 , ..., ℎ𝑒𝐶𝑁 , ℎ𝐶1 , ..., ℎ
𝐶
𝑀 ] = 𝑇𝑟𝑎𝑛𝑠 𝑓 𝑜𝑟𝑚𝑒𝑟 (I𝑒1, ..., I

𝑒
𝑁 , I

𝑐
1, ..., I

𝑐
𝑀 ) (12)

where ℎ𝑒𝐶
𝑖

is the 𝑖-th event type enhanced representation which
is combined with the ranking list of candidate cases and ℎ𝐶

𝑗
is the

enhanced representation of the 𝑗-th ranked candidate case. In the
two Transformers, the input embeddings are all randomly initialized
and trainable, except the semantic embeddings.

4.3.3 Decision Layer. The two Vanilla Transformers output two
kinds of the 𝑖-th event type representations ℎ𝑒𝑄

𝑖
and ℎ𝑒𝐶

𝑖
, respec-

tively. The former is combined with contextual conversations and
the latter is combined with the candidate ranking lists. Here we
need to generate a list of clarifying scores to select the next round
event type. We import these representations into an MLP followed
by a softmax layer to get the predictions:

𝑠 = Softmax(MLP( [ℎ𝑒𝑄1 , ℎ
𝑒𝑄

2 , ..., ℎ
𝑒𝑄

𝑁
, ℎ𝑒𝐶1 , ℎ𝑒𝐶2 , ..., ℎ𝑒𝐶𝑁 ])) (13)

Here 𝑠 = {𝑠1, 𝑠2, ..., 𝑠𝑁 } is a list of clarifying scores for the event
types. Namely, 𝑠𝑖 denotes the confidence for LeClari to select the
𝑖-th event type for clarifying question generation. Finally, we select
the event type with the highest clarifying score among the event
types which have never been selected in the previous rounds.

4.4 Model Training
As mentioned before, the key to improve LeClari is to select appro-
priate event types for the Prompt Module by the Event Selection
Module. Here we introduce the training strategy to optimize the
Event Selection Module, including the loss function and training
samples.

4.4.1 Ranking-oriented Loss Function. We hope to enhance the
ability of LeClari to generate high-quality clarifying questions to
improve the legal case retrieval performance (i.e., retrieval metrics).
The key is that the Event Selection Module can select appropriate
event types for clarifying question generation. Therefore, we design
the ranking-oriented rewards as the target clarifying scores for
event types. Specifically, given the 𝑘-th round conversation𝑄𝑘 , the
event types 𝐸, the selected event types 𝐸′

𝑘
and the ranking list 𝐿𝑘 , we

can generate one round clarifying question and answer (𝑞𝑖
𝑘+1, 𝑎

𝑖
𝑘+1)
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by LLMs for the 𝑖-th event type based on 𝑄𝑘 , following the event-
based prompt in Section 4.1 and the user simulation prompt in
Section 3. In this way, we can obtain (𝑘 + 1)-round conversations
for all event types (denoted as𝑄𝑖

𝑘+1 for the 𝑖-th event type 𝑒𝑖 ). Then
we feed the 𝑖-th new conversation 𝑄𝑖

𝑘+1 into the ranking models
(i.e., BERT-Crime or LawFormer) to generate the new ranking list
𝐿𝑖
𝑘+1. The ranking-oriented reward for the 𝑖-th event is computed
as follows:

𝛾 (𝑖) =
{

0 𝑒𝑖 ∈ 𝐸′𝑘
𝑚𝑎𝑥 (M(𝐿𝑖

𝑘+1) −M(𝐿𝑘 ), 0) 𝑒𝑖 ∉ 𝐸
′
𝑘

(14)

where M(𝐿) is the retrieval metric score (e.g., MAP and NDCG) of
the ranking list 𝐿. So the rewards can reflect the usefulness of each
event type for the current conversation 𝑄𝑘 .

Based on the rewards, we can use Maximum Likelihood Estima-
tion (MLE) to optimize LeClari directly. Specifically, the event type
with the highest reward (denoted as 𝑖∗) is defined as the ground
truth and the loss function is as follows:

L𝑀𝐿𝐸 = −
∑︁
𝑖

𝛿𝑖∗ (𝑖) log 𝑠𝑖 (15)

where 𝛿𝑖∗ is the Dirac distribution of the ground-truth event type,
i.e., 𝛿𝑖∗ (𝑖∗) = 1 and 𝛿𝑖∗ (𝑖) = 0 for other 𝑖 .

As we can see, the MLE criterion ignores the structure of the
output space by treating all the outputs that do not match the
ground-truth as equally poor, and thus brings the discrepancy be-
tween training and test. So we propose to take into account the
alternative outputs beyond the ground truth for better model learn-
ing. Specifically, we try to derive the new target distribution by
employing Reward Augmented Maximum Likelihood (RAML) [22].
We normalize these target clarifying scores 𝛾 to obtain the distri-
bution of the outputs by a softmax layer and replace the Dirac
distribution in the loss function:

𝑦𝑖 =
exp (𝛾 (𝑖))∑𝑁
𝑛=1 exp (𝛾 (𝑛))

, L𝑅𝐴𝑀𝐿 = −
∑︁
𝑖

𝑦𝑖 log 𝑠𝑖 (16)

4.4.2 Training Conversations Sampling. Considering there are only
the query cases with their candidate cases in the original legal
case retrieval datasets, we need to construct training conversations
to apply the ranking-oriented loss function. We utilize the initial
queries in Section 3 and define an event sampling strategy to gen-
erate conversations automatically. Specifically, suppose there are𝐺
query cases in the dataset, we construct 𝐷 conversations for each
query case and each conversation contains (𝐾−1) round event-type
related clarifying questions. 𝐾 is the pre-defined maximum of the
clarifying questions, so we can obtain (𝐺 +𝐺 ∗𝐷 ∗ (𝐾 − 1)) training
samples (including 𝐺 initial queries and 𝐺 ∗ 𝐷 conversations each
round). In addition, to avoid that most of the clarifying questions
by random sampling do not provide more useful information com-
pared to the initial query, we use the target clarifying scores in
Section 4.4.1 to define the dynamic probability of the 𝑖-th event
type sampled in the next round based on the current conversation:

𝑝𝑖 =
exp (_ ∗ 𝛾 (𝑖))∑𝑁
𝑛=1 exp (_ ∗ 𝛾 (𝑛))

(17)

where _ is a pre-defined parameter. When _ is higher, we tend to
sample more useful events in the conversation. And if _ = 0, the
sampling method degenerates into random sampling. Given the

initial query, we sample event types round by round based on the
dynamic sampling probability distributions until (𝐾 − 1) round
clarifying questions and answers have been generated.

5 EXPERIMENTS
This section reports the experimental results. We first introduce the
evaluation scheme and baseline models. Then we present overall
performance comparison results, further analyses and a case study.

5.1 Evaluation Scheme
Evaluation Protocol. We aim to evaluate the clarifying questions

for conversational legal case retrieval and use the same user simula-
tion method in our preliminary study. Specifically, the conversation
is started with an initial query and the user simulator generates
the answer to the clarifying question by LLMs to continue the con-
versations. The user simulator is the same LLM for the clarifying
question generation and its prompt has been shown in Section 3.
We also generate 3 conversations for each query by each model to
eliminate the effects of LLMs randomness. Until 𝐾 clarifying ques-
tions have been generated (𝐾 is pre-defined), we apply pre-trained
legal case retrieval models to obtain the final ranking lists. Here we
utilize the LeCaRD and CAIL2022-LCR with the corresponding ini-
tial queries for evaluation, both following a 5-fold cross-validation.
And we also apply the same LLMs (i.e., ChatGPT and GPT-4) and
legal case retrieval models (i.e., BERT-Crime and LawFormer) in
our preliminary study.

Metrics. We evaluate the performances of models using three
metrics: Mean Average Precision (MAP), Precision@5 (P@5) and
NDCG@10. Notably, we merge the four-level label in legal case
retrieval datasets into binary when measuring MAP and P@5. Only
cases with the highest relevance label are regarded as relevant cases
and the rest are regarded as irrelevant.

5.2 Baselines
For a comprehensive evaluation, we compared our method with
the following baselines. (1) "w/o Clarify" : does not generates
clarifying questions and just uses the initial query for retrieval. (2)
"w/o Event": uses the prompt in our preliminary study to generate
clarifying questions directly without incorporating the event type
information. (3) Event selection models: only replaces the Event
Selection Module in LeClari with other selection strategies.

As for the event selection models, we apply the following strate-
gies to select event types. Previous work [43] has shown that they
are effective in aspect selection for conversational product search.
Random selects event types randomly and MaxE selects the most
frequent event types in candidate cases. GBS [23] selects event
types to best split the current ranking list corresponding to the
candidate cases closest to two halves. LinRel [2] estimates a linear
regression model and makes use of side information to estimate
the relevance score of an event type. GP+UCB/EI [43] models the
event type selection as a Gaussian Process and uses two acquisition
functions (i.e., Upper Confidence Bound and Expected Improve-
ment) to select them. Note that these strategies need to use one-hot
vector (i.e., including the event type or not) to represent the query
cases and the candidate cases. Considering that the human anno-
tations are prohibitive, we train DMBERT [35], which is the best
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Table 4: Performance Comparison on the LeCaRD dataset. The best results are highlighted with boldface. † denotes that LeClari
performs significantly better than the baseline at 0.05 level with a two-tailed pairwise t-test.

Method ChatGPT+BERT-Crime ChatGPT+LawFormer GPT4+BERT-Crime GPT4+LawFormer
MAP P@5 NDCG@10 MAP P@5 NDCG@10 MAP P@5 NDCG@10 MAP P@5 NDCG@10

w/o Clarify 0.3227† 0.2130† 0.5369† 0.2768† 0.1780† 0.5021† 0.3227† 0.2130† 0.5369† 0.2768† 0.1780† 0.5021†

w/o Event 0.3262† 0.2170† 0.5447† 0.2811† 0.1820† 0.5086† 0.3284† 0.2160† 0.5481† 0.2820† 0.1830† 0.5099†

Random 0.3193† 0.2060† 0.5282† 0.2699† 0.1740† 0.5033† 0.3247† 0.2110† 0.5322† 0.2733† 0.1770† 0.5054†

MaxE 0.3435† 0.2310† 0.5518† 0.2942† 0.1970† 0.5244† 0.3485† 0.2330† 0.5574† 0.2976† 0.2020† 0.5289†

GBS 0.3689† 0.2220† 0.5701† 0.2894† 0.2110† 0.5438† 0.3745† 0.2260† 0.5744† 0.2939† 0.2150† 0.5466†

LinRel 0.3791† 0.2380† 0.5634† 0.2982† 0.2310† 0.5599† 0.3843† 0.2410† 0.5665† 0.3025† 0.2360† 0.5650†

GP+UCB 0.3975† 0.2630† 0.5982† 0.3264† 0.2390† 0.5742† 0.4009† 0.2690† 0.6012† 0.3296† 0.2410† 0.5791†

GP+EI 0.3821† 0.2540† 0.5721† 0.3220† 0.2390† 0.5583† 0.3846† 0.2590† 0.5749† 0.3264† 0.2420† 0.5607†

LeClari 0.4226 0.2860 0.6217 0.3475 0.2640 0.5972 0.4278 0.2890 0.6249 0.3507 0.2690 0.6012

Table 5: Performance Comparison on the CAIL2022-LCR dataset. The best results are highlighted with boldface. † denotes that
LeClari performs significantly better than the baseline at 0.05 level with a two-tailed pairwise t-test.

Method ChatGPT+BERT-Crime ChatGPT+LawFormer GPT4+BERT-Crime GPT4+LawFormer
MAP P@5 NDCG@10 MAP P@5 NDCG@10 MAP P@5 NDCG@10 MAP P@5 NDCG@10

w/o Clarify 0.4078† 0.3230† 0.5999† 0.3703† 0.2590† 0.5569† 0.4078† 0.3230† 0.5999† 0.3703† 0.2590† 0.5569†

w/o Event 0.4157† 0.3310† 0.6085† 0.3795† 0.2630† 0.5591† 0.4136† 0.3290† 0.6105† 0.3784† 0.2720† 0.5603†

Random 0.4022† 0.3170† 0.5993† 0.3672† 0.2540† 0.5538† 0.4051† 0.3210† 0.6084† 0.3653† 0.2630† 0.5667†

MaxE 0.4239† 0.3360† 0.6148† 0.3914† 0.2760† 0.5741† 0.4209† 0.3470† 0.6384† 0.3842† 0.2880† 0.5856†

GBS 0.4537† 0.3310† 0.6340† 0.3889† 0.2900† 0.5918† 0.4516† 0.3420† 0.6590† 0.3801† 0.3020† 0.6020†

LinRel 0.4592† 0.3430† 0.6317† 0.4007† 0.3070† 0.6062† 0.4565† 0.3600† 0.6488† 0.3882† 0.3270† 0.6235†

GP+UCB 0.4776† 0.3680† 0.6648† 0.4328† 0.3200† 0.6244† 0.4775† 0.3860† 0.6881† 0.4185† 0.3290† 0.6367†

GP+EI 0.4622† 0.3640† 0.6365† 0.4322† 0.3170† 0.6046† 0.4587† 0.3730† 0.6584† 0.4166† 0.3260† 0.6179†

LeClari 0.4993 0.3960 0.6830 0.4551 0.3470 0.6397 0.5025 0.4120 0.7104 0.4435 0.3550 0.6597

legal event detection model, on LEVEN and apply it to annotate the
event types for the query cases and candidate cases. On LeCaRD,
the query cases and candidates contain 14.83 and 9.72 events on
average, respectively. And on CAIL2022-LCR, the query cases and
candidates contain 13.85 and 10.69 events on average, respectively.

5.3 Performance Comparison
Table 4 and 5 show the results in the two datasets. We can draw the
following conclusions from the results. (1) The clarifying questions
directly generated by LLMs do not improve the conversational legal
case retrieval performance significantly like our findings in the
preliminary study. (2) Almost all event type selectionmodels (except
"Random") can assist LLMs in generating clarifying questions which
improve the performance of legal case retrieval. It indicates that
the Prompt Module is useful, which leverages the event schema
LEVEN and designs effective event-based LLMs prompts for legal
clarifying question generation. (3) LeClari significantly performs
better than all the baselines on the two datasets. It demonstrates
that the Event Selection Module and the ranking-oriented training
strategy are effective, which successfully connect the event type
selection with the downstream retrieval tasks.

5.4 Ablation Study
We conduct an ablation study to evaluate the effects of the com-
ponents of Prompt Module and Event Selection Module in LeClari
(Table 6). First we find that LeClari performs worse significantly

Table 6: Ablation Study on LeCaRD. † denotes that LeClari
performs significantly better than the variations at 0.05 level
with a two-tailed pairwise t-test.

Method ChatGPT+BERT-Crime ChatGPT+LawFormer
MAP P@5 NDCG@10 MAP P@5 NDCG@10

LeClari 0.4226 0.2860 0.6217 0.3475 0.2640 0.5972

- Desc in Prompts 0.3912† 0.2340† 0.5711† 0.3016† 0.2310† 0.5787†

- Event-Conversation 0.3691† 0.2110† 0.5459† 0.2936† 0.2110† 0.5433†

- Event-Candidate 0.3846† 0.2290† 0.5671† 0.3134† 0.2290† 0.5599†

- semantic emb 0.3931† 0.2380† 0.5715† 0.3176† 0.2320† 0.5677†

- selected emb 0.4049† 0.2510† 0.5897† 0.3295† 0.2510† 0.5822†

- ranking emb 0.4081† 0.2520† 0.5875† 0.3325† 0.2490† 0.5841†

when the prompts exclude the event descriptions (just with event
types), indicating that the descriptions provide useful information
to help LLMs understand the event types. Then we analyze the
variations which exclude one of the Transformers or one input em-
bedding from Event Selection Module. First we find that when we
exclude any one Transformer from Event Selection Module, LeClari
experiences significantly a large performance degradation. It shows
that Event Selection Module models the interaction information ef-
fectively between the event types and the conversations/candidate
cases by these two Transformers, respectively. In addition, these
three input embeddings also contribute to selecting better event
types, especially the semantic embeddings, indicating that LeClari
effectively models the relationships of legal event types, conversa-
tional context, and potential candidate cases.
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Table 7: A case study to compare the clarifying questions by "w/o Event" and LeClari. The three key points of query case for
legal case retrieval and their corresponding answers are highlighted in boldface and distinguished by different colors.

Query Case: On the evening of August 25th, 2013, the defendant A discussed with co-defendant B about purchasing crystal meth. On August 27th
of the same year, defendant A gave B RMB 28,000 to buy methamphetamine. On August 28th, B bought 1 kilogram of methamphetamine from C in
the same village for RMB 22,000 and gave it to A. From October 2015 until his arrest, defendant A provided methamphetamine to D twice and to E
three times.

Initial Query: Defendant A engaged in drug trafficking.

w/o Event+ChatGPT LeClari+ChatGPT

q′1: Can you tell us the specific amount of drugs that defendant A sold to
others?

q′1 (Event: "Buying"): Did defendant A purchase or produce the drugs, and
what was the type and quantity of drugs involved?

a′1:Defendant A providedmethamphetamine to D and E for consump-
tion, but the specific quantity was not provided.

a′1: Defendant A purchased the drugs, which were methamphetamine,
and the quantity was 1 kilogram.

q′2: Did defendant A engage in drug trafficking before being arrested? If so,
what was the specific quantity of drugs sold? (Duplicated)

q′2 (Event: "Collusion"): Did anyone else conspire with defendant A in drug
trafficking?

a′2: Defendant A provided drugs to D twice and to E three times before being
arrested, indicating that he engaged in drug trafficking.

a′2: Defendant A conspired with co-defendant B to purchase drugs,
and C in the same village was involved as the seller.

q′3: Does defendant A have a criminal record? (Useless) q′3 (Event: "Taking_drugs"): Have defendant A’s buyers already consumed
the drugs?

a′3: It was not mentioned whether defendant A has a criminal record. a′3: Defendant A provided drugs to D twice and to E three times,
indicating that the buyers have already consumed the drugs.

Table 8: Comparison between MLE and RAML on LeCaRD.
We highlight the better results in boldface and ‡ denotes the
best results among them with different target metrics.

Target
Metric

Training
Strategy

ChatGPT+BERT-Crime ChatGPT+LawFormer
MAP P@5 NDCG@10 MAP P@5 NDCG@10

MAP MLE 0.4028 0.2520 0.5839 0.3235 0.2260 0.5626
RAML 0.4311‡ 0.2820 0.6155 0.3524‡ 0.2590 0.5942

P@5 MLE 0.3878 0.2610 0.5863 0.3145 0.2410 0.5607
RAML 0.4185 0.2910‡ 0.6176 0.3419 0.2730‡ 0.5887

NDCG@10 MLE 0.3925 0.2540 0.5918 0.3170 0.2350 0.5699
RAML 0.4226 0.2860 0.6217‡ 0.3475 0.2640 0.5972‡

5.5 Analysis on Training Strategies
Here we compare the two training strategies (i.e., MLE and RAML)
when using different target ranking metrics on LeCaRD. It is obvi-
ous that RAML performs better than MLE. This is mainly because
the MLE learning criterion brings the discrepancy between training
and test, leading to overfitting on the ground-truth labels and re-
duced generalization ability. And RAML introduces the alternative
outputs beyond the ground truth and overcomes this issue effec-
tively. In addition, we find that when we utilize MAP as the target
metric to generate the target distribution of event types, LeClari
achieves higher MAP than when using the other two target met-
rics: P@5 and NDCG@10. And LeClari can also achieve the best
P@5 and NDCG@10 by utilizing themselves as the target metrics,
respectively. It demonstrates that we can use our most concerned
metric as the target metric to derive the target distribution.

5.6 Case Study
We conduct a case study to show the clarifying questions gener-
ated by "w/o Event" and LeClari through ChatGPT (ref. Table 7).
Here we highlight the three key points for legal case retrieval: A
purchased the drugs rather than producing them by himself, A had

a co-defendant B and A has sold the drugs. Here we find that when
ChatGPT generates the clarifying questions directly without event
type information, some of the questions ask about duplicated con-
tents (e.g., 𝑞′2) and some of them are useless for legal case retrieval
(e.g., 𝑞′3). This is consistent with the conclusion of our preliminary
study. And LeClari incorporates three appropriate event types into
the LLMs prompts and generates three clarifying questions cor-
responding to the three key points, respectively. It indicates that
LeClari can select appropriate event types to cover the key points
in the query case.

6 CONCLUSION
In this paper, we first conducted a preliminary study to show that
generating clarifying questions in legal conversational search with
SOTA LLMs (e.g., GPT-4) often suffers from several problems such
as duplication and low-utility contents. Therefore, we leverage the
legal event schema LEVEN to address these problems and propose
a novel conversational search model LeClari with a Prompt Module
and an Event Selection Module. The former defines a prompt with
legal event for clarifying question generation and the latter selects
potential event types by modeling the relationships of legal event
types, conversational context, and potential candidate cases. We
employ the RAML for the model learning to directly optimize the
legal case retrieval metrics. Empirical results showed that our model
can significantly outperform the state-of-the-art event selection
methods. In the future work, we will make the model decide when
to stop asking clarifying questions dynamically.
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