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ABSTRACT
Legal case retrieval has received considerable attention in the last decade. As more and more legal documents are collected and stored in digital form, the need for efficient and reliable access to relevant information in large-scale legal databases continues to grow. While most existing studies have focused on differentiating relevant documents from irrelevant ones based on their similarity to the query case, user studies have revealed that similarity is not the sole concern in legal case retrieval. In many instances, users require not only cases that are similar in content but also cases that encompass a broad range of subtopics (i.e., charges) related to the query case. In contrast to open-domain retrieval, such as web search, our research has found that search diversification in legal case retrieval involves a smaller number of highly correlated subtopics. To address this issue, we have constructed a Diversity Legal Retrieval dataset (DLR-dataset) that includes query-charge labels and charge-level relevance labels between the query case and candidate cases. Additionally, we propose a Diversified Legal Case Retrieval Model (DLRM) that simultaneously considers topical relevance and subtopic relationships using a legal relationship graph. Experimental results demonstrate that DLRM outperforms existing diversified search baselines in the field of legal retrieval.
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1 INTRODUCTION
The domain of legal retrieval has witnessed considerable growth in importance in recent years, as highlighted by several studies [22, 30, 37]. This trend can be attributed to the common practice among legal practitioners of searching for and analyzing cases similar to their own from extensive legal document databases, especially when dealing with a specific case, referred to as the query case [2]. In this context, a robust legal case retrieval system becomes an essential tool, enabling efficient and effective analysis of the query case. By doing so, it contributes significantly to the advancement of modern legal systems [14].

The majority of existing research on legal case retrieval has predominantly focused on ranking and evaluating legal documents based on both content relevance and subtopic similarity [46]. This is akin to traditional information retrieval challenges such as ad-hoc retrieval and web search, where relevant documents in legal case retrieval are generally lexically or semantically similar to the query. As a result, early methodologies frequently adapted web search retrieval models for legal case retrieval [20].

For example, Wen and Huang [49] utilized the BM25 algorithm [35] to retrieve pertinent documents in legal case retrieval. More recent developments in neural and language modeling, such as BERT [9] and BERT-PLI [42], have been incorporated into legal case search frameworks. Empirical results from previous research have shown that these techniques can deliver state-of-the-art performance in retrieving relevant and similar documents from extensive legal case retrieval benchmarks.

In real-world applications, what legal practitioners need extends beyond merely analogous documents. To make judicious decisions on a case, they frequently examine cases that not only bear similar content to the current case but also cover a wide array of potential subtopics associated with the case.

1 Corresponding authors.
In our work, we use the term ‘charges’ to denote subtopics. According to the principle of criminal law, every criminal case must incorporate one or more charges as a cause of action (presented in the indictment). Each charge relates to a specific law in the criminal law. Henceforth in this paper, the terms ‘subtopic(s)’ and ‘charge(s)’ are used interchangeably.
Previous research on legal case retrieval has underscored the necessity of addressing such diversity requirements [21]. Therefore, enhancing search diversity in legal case retrieval systems is crucial for improving system quality and user satisfaction. Koniaris et al. [21] attempted to directly implement methods from open-domain searches, like web search, to legal case retrieval. However, we argue that such strategies may not be optimal for several reasons.

Primarily, the underlying motivations for diversified search intents significantly differ between legal case retrieval and open-domain search. In open-domain search, queries typically comprise shorter words, which may convey less information and be more susceptible to ambiguity. Without additional information concerning the query intent, diversifying the search results to cater to a wider user base is the most effective strategy.

In contrast, legal case retrieval frequently incorporates longer and more detailed queries, with users providing extensive specifics about the case of interest. Our study shows that users typically describe the case using an average of 7.07 sentences (refer to Section 2 for more details). However, empirical findings suggest that users often aim to investigate various types of cases with different yet related charges to inform their final judgment decisions, a unique feature of the legal case retrieval task.

Therefore, relying exclusively on document-query similarity, without considering the user’s exploration needs, may not be the most effective approach for legal search in practical applications. Moreover, diversification in legal case retrieval poses unique challenges and opportunities. On one hand, the restricted domain of legal case retrieval narrows the scope of search diversification to a finite number of query subtopics, specifically the charges involved in the cases within the data collection. On the other hand, unlike in open-domain search where query subtopics are typically independent of each other, subtopics in legal case retrieval sessions often exhibit interconnections. For example, if a query is relevant to the charge of “abuse”, the user may also require information on the related charge of “abandonment”. Consequently, the logical associations between charges can provide invaluable insights in legal case retrieval. Without leveraging the relationships between subtopics, diversity models designed for open-domain search that treat query subtopics as independent entities [1, 3, 18, 36] may yield suboptimal performance in legal case retrieval.

This paper presents a comprehensive study on search diversification specifically tailored for legal case retrieval.

Initially, we construct a new legal case retrieval dataset, particularly focusing on search diversity. The dataset comprises 106 criminal cases, all written in Chinese. Unlike previous studies [21], which evaluated search diversity using pseudo aspect relevance labels generated through latent topics extracted by topic modeling approaches, our dataset is the first to contain explicit human annotations on query aspects (i.e., charges) and aspect-level document relevance judgments.

Furthermore, based on insights derived from user studies, we introduce a search diversification algorithm specifically tailored for legal case retrieval, known as the Diversified Legal Case Retrieval Model (DLRM). DLRM goes beyond mere document dissimilarities to model search diversity, and includes explicit modeling of subtopic relationships using a legal relationship graph. The final ranking of results is established by considering both text similarity between query-document pairs and the relationships among diverse charges in legal case retrieval.

Through our experiments, we demonstrate that DLRM significantly outperforms both non-diversity baselines and state-of-the-art search diversification methods within the context of legal case retrieval.

In conclusion, this study makes significant contributions in the following areas:

- We create the first legal diversification dataset, integrating human annotations for both query-subtopic relationships and subtopic-level relevance judgments. This dataset is an essential tool for the evaluation and development of search diversification in the legal field.
- We present the DLRM, which improves legal case retrieval by leveraging the links between queries and related charges. Through explicit modeling of these relationships, DLRM enhances the quality of search results in the legal sector.

2 RELATED WORK

We present a brief review of associated work in two distinct classifications: legal case retrieval and diversification. The first classification encapsulates conventional methods utilized in the field of legal case retrieval, while the second classification explores diversification techniques typically employed in web search.

2.1 Legal case retrieval

The digitization of legal judgments has surged in recent years, escalating legal case retrieval as a pivotal research issue in both Information Retrieval (IR) and legal fields [40, 44, 46]. As a result, several strategies have adapted web search retrieval models for legal case retrieval, leading to the development of dedicated legal case retrieval models [24–26, 41, 42].

Unlike web retrieval, legal case retrieval often involves users inputting comprehensive case descriptions to find similar cases. Web search utilizes various ranking methods such as BM25 [35], TF-IDF [39], and Learning To Rank (LTR) [28]. Deep learning techniques like Deep Structured Semantic Models (DSSM) [15], Convolutional Neural Networks (CNN) [43], Recurrent Neural Networks (RNN) [52], and Match-SRNN [47] are also employed to improve ranking performance. However, these established methods often fail short when dealing with long query cases, unlike their effectiveness with short query terms in web retrieval.

For extensive query cases, additional user requirement information can be analyzed and incorporated to optimize the ranking method. Within the legal case retrieval domain, Van Opuijen and Santos [46] examined the definition of relevance in law, and Bench-Capon et al. [2] proposed diverse approaches to legal case retrieval. Shao et al. [42] suggested BERT-PLI to enhance legal case retrieval, following the method in PACRR [16]. However, these methods neglected the impact of charges, despite charges associated with cases being crucial in determining the relevance of results.

2.2 Diversification

In web search, it is a standard practice to construct a diverse ranking list. Oftentimes, users input query text replete with ambiguity and redundancy. To cater to diverse user intents and satisfy their
information requirements, numerous methods have been proposed [36].

Carbonell and Goldstein [3] introduced the Maximal Marginal Relevance (MMR) method to construct a novelty ranking list. Other methods such as Risk Minimisation (RM) [51], Conditional Relevance (CR) [7], Mean-Variance Analysis (MVA) [48], Quantum Probability Ranking Principle (QPRP) [55], Absorbing Random Walk (ARW) [53], and Sparse Spatial Selection Diversification (SSSD) [12] were proposed as alternative ways to optimize the novelty of the result list. Coverage-based approaches like Ranked-armed Bandits (RAB) [33], Facet Modelling (FM) [4], and Score Difference (SD) [18] have also proven effective in enhancing the diversification of Search Engine Results Pages (SERPs).

Hybrid methods, such as Weighted Word Coverage (WWC) [45], Diversification Perceptron (DP) [34], Relational Learning to Rank (RLTR) [54], Diversified Data Fusion (DDF) [27], and IA-select [1] have been proposed, marrying the concepts of novelty and coverage. Later, diversification algorithms based on reinforcement learning, such as M2DIV [10], were proposed and considered state-of-the-art. These methods consider both novelty and coverage to improve the diversification of the ranking list.

Diversification in legal case retrieval presents unique challenges compared to web retrieval. Users typically input a full legal case, leading to queries that are less ambiguous but more redundant. Furthermore, when a query refers to a specific charge, users may also seek cases pertaining to different charges, unlike web searches. This is because users frequently need to compare, reference, discern, and contrast various cases.

3 LOG ANALYSIS ON LEGAL CASE RETRIEVAL

In this section, we provide a log analysis to elucidate the diverse intents of users in legal case retrieval. The data we analyzed were sourced from a commercial criminal legal case search engine1. On this platform, users can submit keywords related to potential charges of candidate cases to the search box, and the system returns a list of cases highly correlated with the input charges.

We collected real search logs from the search engine, amassing a total of 281 search sessions. All of these sessions pertained to the search for criminal cases. In this paper, our focus is solely on the times of different charges in the queries (C/Σ queries) and present these findings in Table 1. The table indicates that over 46% of sessions directly incorporate more than one charge in user queries, while over 20% involve at least three charges.

Table 1: The table displays the distribution of sessions with a specific count of Charges per Session(in Query Terms), denoted briefly as $\#C/S$ (query terms). The data indicates that users include more than one charge in their query text in over 46% of sessions, suggesting that nearly half of the users articulate their interest in multiple subtopics directly.

<table>
<thead>
<tr>
<th>$#C/S$ (query terms)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>≥ 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage</td>
<td>54%</td>
<td>24%</td>
<td>9%</td>
<td>3%</td>
<td>1%</td>
<td>9%</td>
</tr>
</tbody>
</table>

Hence, it is justifiable to conclude that a significant proportion of users search for queries with multiple charges within a single search session.

The second research question we aim to explore is as follows: RQ2: Do users interact with results encompassing different charges within a single legal case search session? Prior user studies in Web search [1, 6] reveal that users may not consistently express their search intents in their queries. In such scenarios, the documents clicked in a search can serve as a crucial signal reflecting user’s intents.

Consequently, we quantify the number of distinct charges encompassed in the documents clicked during each session, a metric we refer to as $\#C/S$ (clicked). The findings are illustrated in Table 2. As demonstrated in the table, 89% of the sessions involve clicked documents that encompass a range of charges. Over half of the users interact with documents containing as many as five charges within a singular session. This suggests that in the context of legal case retrieval, users frequently desire

---

1https://xszk.chineselaw.com/case
results that address a substantial number of charges in practical applications.

One potential limitation of quantifying distinct charges in the clicked documents is the oversight that, within the realm of legal case retrieval, a single document could encompass multiple charges. Drawing the conclusion that users possess diverse intents when all clicked documents cover the exact identical set of charges can be precarious.

To mitigate this issue, we further quantify the distinct sets of charges within the clicked documents for each session. For instance, assume a user has clicked on two documents, X and Y, where X includes charges \{A, B\} and Y includes charges \{B, C\}. In this case, the number of distinct charge sets is considered to be 2 (\{A, B\} and \{B, C\}).

We then plot the distribution of \#\textit{Charge sets in clicked documents per Session} in Table 3. Observations from Table 2 and Table 3 are remarkably consistent. Around 84% of sessions display varied user intents, suggesting users seek documents encompassing multiple charges. Approximately 22% of users require more than three distinct charge sets, with 44% needing two distinct sets. This suggests that most users engaged in legal case retrieval are interested in a diverse range of search results.

Considering the distinctive nature of legal retrieval, the need for search diversification is anticipated. Unlike web searches, legal practitioners often require comprehensive investigations. They routinely delve into a variety of cases and charges to support their decisions, a practice reflected in their search behaviors.

Therefore, the significance of search diversity in legal retrieval is substantial. This observation prompts us to further develop datasets and algorithms tailored for legal search diversification.

## 4 DATASET CONSTRUCTION

In this section, we detail our laboratory study and the creation of a novel legal case retrieval dataset that emphasizes search diversity. We have designated this dataset as the Diversity Legal Case Retrieval Dataset (DLR-dataset).

### 4.1 Overview

Securing reliable and reusable datasets is a crucial step in the construction of effective retrieval models. Numerous datasets [8, 23] have been proposed for Web search diversification, leading to the development of a wide array of successful algorithms. However, in the realm of legal retrieval, no public dataset currently exists for search diversification.

Previous studies have suggested extending existing legal search datasets with pseudo aspect-level relevance labels, treating the latent topics (extracted by topic models) of each document as the subtopics of each query [50]. Regrettably, subtopics extracted in this manner are neither reusable nor reliable, as the outputs of latent topic modeling approaches are typically unstable. Consequently, experiments based on such datasets are challenging to reproduce.

To circumvent these challenges, we construct the DLR-dataset using direct human annotations. Generally, the creation of a dataset for search diversification involves two primary tasks: the identification of query subtopics and the annotation of document relevance at the subtopic level. Therefore, our laboratory study primarily focuses on two objectives:

- Comprehending the distribution of user intents (on charge levels) within a particular query case.
- Determining whether a candidate document can satisfy a user’s search intent regarding a specific charge.

Our lab study is based on a legal case retrieval dataset for the Chinese law system [29]. This dataset, written in Chinese, consists of 107 criminal cases, with each case providing 100 judgments as candidate documents.

We utilize 106 query cases from this dataset, excluding one query case due to its length (29 sentences, which is significantly longer than others). For these 106 query cases, we evaluated the number of sentences in each query case. The results presented in Table 4 demonstrate that the query terms in legal case retrieval are significantly longer than those in web search.

<table>
<thead>
<tr>
<th>#Sentences</th>
<th>((5, 10))</th>
<th>((10, 15])</th>
<th>&gt; 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentages</td>
<td>35.85%</td>
<td>39.62%</td>
<td>19.81%</td>
</tr>
</tbody>
</table>

For each query case, we utilize the top 30 candidate documents retrieved by BM25 from the top-100 candidate documents in this dataset. Specifically, we first employ THULAC (THU Lexical Analyzer for Chinese) [31] for word segmentation, followed by the use of BM25 to calculate the relevance score between the query case and each candidate case.

The construction of the DLR-dataset is a two-step process. Initially, we annotate the relevance between queries and potential cases. For each query case, we utilize the top 30 candidate documents retrieved by BM25 from the top-100 candidate documents in this dataset. Specifically, we first employ THULAC (THU Lexical Analyzer for Chinese) [31] for word segmentation, followed by the use of BM25 to calculate the relevance score between the query case and each candidate case.

Detailed information about the specific notations utilized in this paper is provided in Table 5.
for charges. Table 7 indicates the number of relevance levels the annotators have designated for each query. For instance, a sorted list $I_2 = I_3 > I_1 > I_5 = I_4$ derived from a CCS $\{I_1, I_2, I_3, I_4, I_5, I_6\}$ signifies four relevance levels for charges, namely, perfect for $\{I_2, I_3\}$, excellent for $\{I_1\}$, fair for $\{I_5, I_6\}$, and irrelevant for $\{I_4\}$.

Table 7: The participants differentiated the levels of importance (LoI) in distinct ways. In 48.1% of the cases, participants bifurcated the results into only 2 LoI. Conversely, in 41.9% of instances, participants divided the results into 3 LoI. Notably, less than 1% of participants divided the intents into more than 5 LoI.

<table>
<thead>
<tr>
<th>LoL</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>48.1</td>
<td>41.9</td>
<td>8.9</td>
<td>0.9</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 7 illustrates that 48.1% of the queries exhibit two-level relevance judgments, namely relevant and irrelevant, while 41.9% of the queries display three-level judgments. Approximately 10% of the queries demonstrate more than three levels. This significant variance in the number of relevance levels among different queries suggests that a relevance grading method with a predetermined number of possible levels is not apt for query-charge annotation.

Beyond the importance of each charge, legal system designers may be more concerned with the distribution of user intents within each query, specifically $P(I_k|Q_i)$. Regrettably, there is no straightforward solution to acquire such information without conducting a large-scale user survey. In this paper, we employ a simplistic strategy to calculate intent distributions based on the annotated query-charge pairs.

Initially, for each sorted intent list, if the annotator has divided the results into $k$ levels, we select $k$ value(s) uniformly within the range $[0, 1]$ to represent the probability of each intent appearing in the query. For instance, if a sorting list is $I_2 = I_3 > I_1 > I_5 = I_4$ with $I_4$ unselected, the probability of each charge being the query intent is computed as $1$ for $\{I_2, I_3\}$, $\frac{2}{3}$ for $\{I_1\}$, $\frac{1}{2}$ for $\{I_5, I_6\}$, and $0$ for $\{I_4\}$.

Subsequently, we average the intent distribution gathered from all annotators to obtain the final $P(I_k|Q_i)$.

4.3 Charge-level Relevance Annotation for Query-document Pairs

Considering the relevance annotation on query-charge pairs, the subsequent segment of our laboratory study aims to gather detailed relevance information for each query-charge-document triplet, denoted as $(Q_i, I_k, d_{i,j})$.

4.3.1 Annotation Process. For the actual annotation process, we enlisted nine annotators, including the previous eight, all of whom are legal practitioners with substantial legal knowledge.

We randomly and evenly divided the nine annotators into three groups. Each group was tasked with annotating the documents in 35 (or 36) queries. We collected all labels from the three annotators and recorded them in the dataset. We then used the median of the scores within each group as the final relevance labels for the $(Q_i, I_k, d_{i,j})$ triplets in subsequent experiments.
However, we realized that the task of annotating all the triplets \((Q_i, l_k, d_{ij})\) would be overwhelmingly labor-intensive and unmanageable. The numbers of \(Q, I, \) and \(d_{ij}\) are 106, 272, and 100, respectively. Annotating a single triplet could take an annotator between 2 to 4 minutes (with an average of 3 minutes). The total time cost would be 106 \(\cdot\) 272 \(\cdot\) 100 \(\cdot\) 3 \(=\) 8,649,600 minutes, approximately 16 years. This is entirely impractical.

We hypothesize that a candidate judgment ‘may’ satisfy the users’ information need for intent \(l_k\) if and only if the user has an information need for intent \(l_k\) when searching the query case \(Q_i\), and the document \(d_{ij}\) is relevant to the intent \(l_k\).

Consequently, in this step, we only required annotators to label a portion of the triplets. A triplet \((Q_i, l_k, d_{ij})\) would be labeled by annotators if and only if all three conditions were met:

1. The probability of observing the charge in the user intent of the query \((P(l_k|Q_i))\) is above zero (as labeled in step 1);
2. The document \(d_{ij}\) is relevant to the query \(Q_i\) (labels derived from LeCard, which we based on [29]);
3. The document \(d_{ij}\) is relevant to the charge \(l_k\) (filtered from 272 subtopics).

To filter charges under condition 3, we employed the same filtering process as in step 1. We combined the top-5 relevant charges from the LJPs models and charges extracted by regular expressions as relevant charges for document \(d_{ij}\). In the legal domain, word usage is stringent, especially for crimes where the terminology used in criminal law is the only correct one. Hence, the validity of using regular expressions for matching.

This methodology significantly reduced the annotators’ workload. On average, each annotator was required to annotate about 1858.3 triplets. Consequently, this streamlined process meant each annotator spent approximately 1858.3 \(\cdot\) 3 \(=\) 5574.9 minutes (about 92 hours) on this step of the annotation process.

A triplet \((Q_i, l_k, d_{ij})\) would only have a non-zero relevance label if: (1) the probability of observing the charge in the user intent of the query \((P(l_k|Q_i))\) is above zero; (2) the document \(d_{ij}\) is relevant to the query \(Q_i\); and (3) the document \(d_{ij}\) is relevant to the charge \(l_k\). In this study, the documents we consider are legal cases with judgments, implying that we can directly extract the relevant charges of a document from its content. After extracting each document’s relevant charges, we enlisted nine annotators (all of whom are legal practitioners with substantial legal knowledge) to assign a four-level relevance label (i.e., perfect, excellent, fair, and irrelevant) for each triplet \((Q_i, l_k, d_{ij})\).

### Table 8: Label Quality Analysis

<table>
<thead>
<tr>
<th>Measure</th>
<th>All</th>
<th>Group A</th>
<th>Group B</th>
<th>Group C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Krippendorff’s (\alpha)</td>
<td>0.448</td>
<td>0.471</td>
<td>0.403</td>
<td>0.469</td>
</tr>
<tr>
<td>avg(Fleiss’ Kappa)</td>
<td>0.461</td>
<td>0.437</td>
<td>0.513</td>
<td>0.433</td>
</tr>
<tr>
<td>avg(Kendall’s (\tau))</td>
<td>0.740</td>
<td>0.707</td>
<td>0.767</td>
<td>0.747</td>
</tr>
</tbody>
</table>

4.3.2 Basic Information and quality of label results. In this study, we employed statistical measures such as average Fleiss’ kappa [11], the average Kendall rank correlation coefficient [17], and Krippendorff’s \(\alpha\) [5] to evaluate the quality of the label results. These computations and visualizations are presented in Table 8. Overall, the high degree of agreement amongst annotators suggests the reliability of the labels derived from the annotation process. Subsequently, the queries were randomly divided into a training set and a test set at a ratio of 2:1. Details in Table 9.

## 5 DIVERSIFIED LEGAL CASE RETRIEVAL MODEL

![Image](image-url)

**Figure 1**: An overview of the DLRM. DLRM is a sophisticated system that integrates a text similarity module and a charge similarity module. The results generated by these modules are subsequently synthesized using a Multi-Layer Perceptron (MLP) model. Within the text similarity module, ‘C-SW’ denotes the ‘Cut with Sliding Windows’ technique, a process that enhances the accuracy of text analysis. Conversely, in the charge similarity module, ‘RWoG’ stands for the ‘Random Walk on Graph’ process, a method employed to bolster the precision of charge-related evaluations. This intricate combination of modules and processes ensures the DLRM’s superior performance in legal case retrieval.
Diversified Legal Case Retrieval Model (DLRM) is a novel model aiming at optimizing legal case retrieval. DLRM amalgamates a text similarity module, a charge similarity module, and a multi-layer perceptron model (MLP), as shown in Figure 1. DLRM operates by processing a query case \( Q_i \) and a candidate document \( d_j \), each associated with multiple charges (Section 4.3.1). This processing yields a ranking score for the candidate document, which is essential for the retrieval and ranking of relevant legal cases, thus effectively addressing the initial query.

### 5.1 Text Similarity Module

Textual similarity is a vital determinant of document relevance. In the DLRM, we have incorporated a text similarity module to capture both lexical and semantic similarities between the query and document text. This module uses raw text from a query case and a candidate document as input, and outputs an embedding, \( T_{sim} \), encoding semantic information from the raw text, thereby providing a comprehensive representation of textual similarities.

Due to their extensive length, legal documents pose a challenge for direct processing using neural language models. This paper addresses this issue by introducing a strategy called Cut with Sliding Windows (C-SW) module, which segments lengthy text into smaller, overlapping passages.

Formally, the input to the C-SW module is a text segment composed of \( l \) sentences, represented as \( \{s_1, s_2, ..., s_l\} \). Given a sliding window of size \( w \) and step \( d \), the first output passage from the C-SW module would be \( \{s_1, s_2, ..., s_w\} \), whereas the second would be \( \{s_{1+d}, s_{2+d}, ..., s_{w+d}\} \), and so forth. To ensure each passage contains \( w \) sentences, we pad the output passage with empty strings. In our approach, we set \( w \) and \( d \) to be 3 and 1 for each input query, and 13 and 5 for an input document, respectively.

For each output passage derived from the C-SW module, we employ a pre-trained BERT model to encode and construct an embedding representation of the passage (i.e., the 768-dimensional vector of [CLS] in BERT). Let \( n \) and \( m \) denote the number of passages extracted for a query and a document, respectively. We then compute a similarity matrix \( M \in \mathbb{R}^{n \times m} \), where \( M_{ij} \) represents the cos-similarity of the \( i \)-th passage of the query and the \( j \)-th passage of the document.

Subsequently, we apply a max-pooling layer over the query passages (i.e., rows in \( M \)) to derive a similarity vector \( T_s \in \mathbb{R}^n \). To generate an input vector of fixed length for the MLP model, we concatenate \( (T_s, \phi, T_s) \), where \( \phi \) is a sequence of zeros, to form a vector \( T_{sim} \) of fixed length (for instance, 54 in our experiments).

### 5.2 Charge Similarity Module

As elaborated in Section 4, legal search users often require documents pertinent to multiple charges, and the number of potential charges within a legal corpus is finite. Unlike in Web search, we observe strong correlations between documents associated with specific charges in our user study. In other words, the relevance of query-charge-document triples \( (Q_i, I_k, d_{ij}) \) with varying charges is not mutually independent. Neglecting such information could lead existing search diversification algorithms to yield suboptimal results in legal case retrieval.

To address this issue, we suggest the creation of a charge-similarity module that encapsulates charge relationships for legal case retrieval. We begin by building a legal relationship graph using charges extracted from each query and document. We then apply a random walk algorithm, known as Random Walk on the Graph (R WoG), to encapsulate the semantic relationships between query charges and document charges. Finally, we calculate the charge similarity between the query and the document using their embeddings, which is then used as the module’s output.

Our legal relationship graph is built using judgments from different case trials. While most documents contain single-trial cases, some have multiple trials with overturned judgments. Charge reversals between judgments indicate strong connections between charges. This implies that presenting both charges to users in legal retrieval could be advantageous. Based on this insight, we construct a legal charge graph that incorporates charge reversal information.

Initially, we count the frequency of a charge \( i \) being reversed by a charge \( j \). Let this frequency matrix be \( G \in \mathbb{N}^{s \times s} \), where \( s \) is the total number of possible charges in our dataset (i.e., \( s = 272 \)). We then treat each charge as a node and construct directional edges among them in the following manner:

- If \( \forall j \ G_{ij} = 0 \), we add a self-loop for node \( i \) with weight 1.
- If \( \exists j \ G_{ij} > 0 \), we add an edge from \( i \) to \( j \) with weight \( E_{ij} \).

\[
E_{ij} = \begin{cases} 
\alpha & \text{if } i = j \\
(1 - \alpha) \cdot \frac{G_{ij}}{\sum_{k=1}^{s} G_{ik}} & \text{if } i \neq j
\end{cases}
\]  

Utilizing the relationship graph, we implement a Random Walk on the Graph (R WoG) to derive the charge-based embedding representations of both the query and the document. Let \( C_{qo} \in \mathbb{R}^s \) and \( C_{do} \in \mathbb{R}^s \) denote binary vectors that represent the relevance of a charge to the query and document, respectively.

For each query, we construct \( C_{qo} \) using the query’s charge candidate set, as discussed in Section 4.2.1. The \( i \)-th dimension of \( C_{qo} \) is set to the output of the Legal Judgment Prediction (LJP) model, an end-to-end model with case descriptions as inputs. The output of the LJP model is a probability vector of \( 1 \cdot 272 \), indicating the corresponding crime(s) for the case description.

For each document, we construct \( C_{do} \) using the document’s charge candidate set, as discussed in Section 4.3.1. The \( i \)-th dimension of \( C_{do} \) is set to 1 if charge \( i \) is relevant to the query (or document), and 0 otherwise. Both \( C_{qo} \) and \( C_{do} \) are normalized to ensure the sum of their elements equals 1.

Following this, we set the initial node probabilities separately with \( C_{qo} \) and \( C_{do} \), and execute R WoG twice to extract new node probability vectors \( C_q \in \mathbb{R}^s \) and \( C_d \in \mathbb{R}^s \), which serve as the final charge representations of the query and the document, respectively.

Given that the number of charges is fixed and the number of nodes in the graph is 272, the time complexity of the random walk is \( O(Tn^2) \), where \( T \) represents the number of rounds and \( n = 272 \) is the number of nodes. For graphs of this scale, this complexity is entirely manageable.

The final output of the charge similarity module, denoted as the charge similarity embedding \( C_{qd} \) between the query and the document, is calculated as follows: \( C_{qd} = C_q \otimes C_d \). In this equation, \( C_q \) and \( C_d \) represent the Kronecker product of \( C_q \) and \( C_d \).
5.3 Ranking Prediction and Model Training

To establish a final ranking for the candidate documents, we combine the outputs of the text similarity module ($T_{qd}$) and the charge similarity module ($C_{qd}$) to form an input vector. This vector undergoes processing by a Multi-Layer Perceptron network (MLP) to predict each document’s ranking score. The documents are then sorted based on their respective scores to produce the result list, adopting the methodology of ColBERT [19].

It’s worth noting that, despite not explicitly modeling document novelty in the ranking process, the DLRM’s charge similarity module intrinsically aids in estimating ranking scores based on query intent distribution. As a result, our DLRM inherently encapsulates search diversity within its results. DLRM’s effectiveness in search diversification is further showcased in Section 6.

Considering the limited size of our training data and a designated ranking metric (e.g., NDCG-IA), we use the following approach to train our model. Initially, we randomly select a query $Q_i$ and associated candidate documents $d_j$ from the training set. For a particular document $d_j$, we randomly select a position $k$ (i.e., $k \in [1, 10]$) and place $d_j$ at $k$. The remaining positions are randomly filled with documents chosen (without replacement) from $d_j$, and we calculate the expected metric rewards (e.g., NDCG-IA@10), denoted as $\mathbb{E}(R(k, d_j))$, of the randomly sampled ranked list.

The final label $l(k, d_j)$ assigned to the document $d_j$ is computed as follows:

$$l(k, d_j) = \frac{\mathbb{E}(R(k, d_j)) - \min_a \mathbb{E}(R(k, d_{ja}))}{\max_a \mathbb{E}(R(k, d_{ja})) - \min_a \mathbb{E}(R(k, d_{ja}))}$$  \hspace{1cm} (2)

Let the ranking score of $d_j$ be $y_{ij}$ (i.e., the output of MLP). Our model is trained by minimizing the mean square errors between $l(k, d_{ij})$ and $y_{ij}$. To ensure the reliability of the entire training process, we repeat this process one million times to produce the final model.

6 EXPERIMENT

6.1 Experimental setup

We carry out our experiments using the proposed DLR-dataset, as described in Section 4, and we employ two widely recognized evaluation metrics for search diversification. The first one is $\alpha$-NDCG [38]. The computation of $\alpha$-NDCG operates under the assumption that all search intents are distributed evenly. Accordingly, we filter out charge triple $I_k$ with $P(I_k|Q_i) \leq 0.5$ for each query $Q_i$ and utilize the remaining intents as relevant ones for $Q_i$ in the computation of $\alpha$-NDCG.

Additionally, within $\alpha$-NDCG, each document can only be classified as relevant or irrelevant to a query intent. Consequently, we convert the four-level relevance labels of each query-document-charge triple into a binary label (2,3 as 1, and 1,0 as 0) for the calculation of $\alpha$-NDCG.

The second metric we employ is NDCG-IA [1]. Specifically, we use $P(I_k|Q_i)$ from the ground truths as the weight of each intent in NDCG-IA:

$$\text{NDCG-IA}(Q_i) = \sum_{I_k} P(I_k|Q_i) \cdot \text{NDCG}(Q_i|I_k)$$  \hspace{1cm} (3)

Here, NDCG($Q_i|I_k$) is computed using the four-level relevance labels of each query-document-charge triple.

For the sake of comparison, we incorporate five established baselines into our experiments:

- **BM25** [35]: This is a traditional retrieval model that employs the BM25 function to assess the relevance between query cases and candidate cases.
- **MMR** [3]: This renowned diversification algorithm ranks documents based on both their relevance scores and novelty. Specifically, MMR calculates the ranking score of a document as a linear combination of its relevance score to the query and its novelty in relation to the previously selected documents.
- **IA-select** [1]: IA-select ranks documents according to their relevance to distinct query intents. It separately calculates the relevance scores of a document for each query intent and establishes the final ranking by harmonizing documents relevant to various query intents. In this instance, we employ the initial intent distribution extracted by LJP (i.e., $C_{q0}$) to represent the intents for each query.
- **exIA-select**: An extended version of IA-select that employs the query intent vector learned by RWoG in the charge similarity module of DLRM (i.e., $C_q$) as the intent distributions of each query.
- **M2DIV** [10]: This is a state-of-the-art diversification algorithm that constructs a policy-value network with reinforcement learning to diversify search results.

For the implementation of MMR, IA-select, and exIA-select, we adhere to the experimental design proposed by Devlin et al. [9], utilizing a BERT model to encode both the query and the document into latent vectors. The relevance score is calculated as the cosine similarity between the BERT vectors of the query and the document.

For the MMR algorithm, we calculate a document’s novelty by averaging its cosine similarity with the selected documents. We fine-tune the hyperparameter of the linear combination function from 0 to 0.1. As for other baselines, we perform a grid search to find the optimal hyperparameters. Only the performance of baselines with the best discovered hyperparameter settings is reported. Regarding M2DIV, we retrain it using our training set.

Regarding the DLRM, all parameters, with the exception of those for the MLP network, are fixed after the pre-training process. We solely train the MLP network based on the training data. We use the Adam optimizer with a learning rate of $10^{-3}$ to train the MLP model. The three hidden layers in the MLP have sizes of 128, 32, and 4. The $\alpha$ in R WoW is set at 0.4. The LJP module in our experiment is the TopJudge [52]. To smooth the initial intent distribution predicted by LJP, we add 0.3 to the LJP outputs of the top 5 charges for each query, followed by normalization as described in Section 5.2.

6.2 Overall Results

Table 10 presents the performance of DLRM and all baseline methods. As the table illustrates, DLRM surpasses all baselines. Notably, the improvement of DLRM over the most proficient existing search diversification baseline (i.e., exIA-select) is 20% or more in terms of NDCG-IA. This clearly underscores the efficacy of DLRM as a search diversification model for legal case retrieval.
Table 10: Experiment result on DLR-dataset. \( N - IA \) stands for NDCG-IA and \( \alpha - N \) stands for \( \alpha - \text{NDCG} \). */** denote significant differences with respect to the best baseline (exIA-select) at \( p < 0.05 \)/* at \( p < 0.01 \) level using the pairwise t-test, respectively.

<table>
<thead>
<tr>
<th></th>
<th>( N - IA@1 )</th>
<th>( N - IA@3 )</th>
<th>( N - IA@5 )</th>
<th>( N - IA@10 )</th>
<th>( \alpha - N@1 )</th>
<th>( \alpha - N@3 )</th>
<th>( \alpha - N@5 )</th>
<th>( \alpha - N@10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25</td>
<td>0.4537</td>
<td>0.4783</td>
<td>0.4921</td>
<td>0.5278</td>
<td>0.5448</td>
<td>0.4970</td>
<td>0.5085</td>
<td>0.5621</td>
</tr>
<tr>
<td>MMR</td>
<td>0.4537</td>
<td>0.4769</td>
<td>0.4978</td>
<td>0.5181</td>
<td>0.5448</td>
<td>0.5053</td>
<td>0.5302</td>
<td>0.5621</td>
</tr>
<tr>
<td>IA-select</td>
<td>0.4951</td>
<td>0.5070</td>
<td>0.5194</td>
<td>0.5548</td>
<td>0.5686</td>
<td>0.4727</td>
<td>0.4520</td>
<td>0.4443</td>
</tr>
<tr>
<td>exIA-select</td>
<td>0.6023</td>
<td>0.5971</td>
<td>0.6069</td>
<td>0.6370</td>
<td>0.7419</td>
<td>0.6291</td>
<td>0.6185</td>
<td>0.6286</td>
</tr>
<tr>
<td>M2DIV</td>
<td>0.5569</td>
<td>0.5505</td>
<td>0.5611</td>
<td>0.5778</td>
<td>0.6238</td>
<td>0.5485</td>
<td>0.5586</td>
<td>0.5858</td>
</tr>
<tr>
<td>DLRM</td>
<td>0.7199**</td>
<td>0.7389**</td>
<td>0.7753**</td>
<td>0.8747**</td>
<td>0.8143*</td>
<td>0.6786*</td>
<td>0.6521*</td>
<td>0.6450</td>
</tr>
</tbody>
</table>

improve. 19.5% 23.7% 27.7% 37.3% 9.8% 7.9% 5.4% 2.6%

DLRM outperforms the baseline model across all metrics, including NDCG-IA@1. This suggests that DLRM not only enhances the quality of the ranking result list but also improves the top 1 results, as it takes into account diverse information needs.

To further highlight the benefits of charge similarity modeling in legal case retrieval, we compare the results of IA-select and exIA-select. In exIA-select, we replace the intent (charge) distribution \( C_q \) used in IA-select with one derived from our legal relationship graph \( C_q \). As illustrated in Table 10, exIA-select surpasses IA-select on all metrics, with statistically significant differences. This implies that our DLRM’s charge similarity module can effectively discern the distribution of query intents, thus yielding more effective search diversification models.

Our experiments reveal an interesting finding: MMR and BM25 exhibit similar performance. Despite MMR being implemented with a more advanced model (BERT), the addition of document novelty did not enhance its overall effectiveness. Surprisingly, we observed that lower weights assigned to document novelty in MMR generally resulted in better outcomes. This suggests that search diversification algorithms that solely rely on document differences may not meet the needs of legal case retrieval users.

### 6.3 Ablation study

In this paper, we devise the DLRM, constituted by two modules: the text similarity module and the charge similarity module. To further demonstrate the effectiveness of each module, we conduct an ablation study.

Specifically, we design three variations of the DLRM, as follows:

- **Text Only**: Text similarity module + MLP.
- **Charge Only**: Charge similarity module + MLP.
- **None (Random)**: MLP only. The input of the MLP network is randomly initialized for each query-document pair.

Table 11 presents the ranking performance of each model. As illustrated in the table, all variations of the DLRM underperformed in comparison to the complete DLRM. Among all variations, the charge-only model performed the best. This underscores the importance of charge similarity modeling in legal case retrieval.

Table 11: An ablation study reveals each DLRM component’s contribution to enhancing NDCG-IA@k performance. Boldface indicates the most effective setting. */** denote significant performance differences compared to the full model at \( p < 0.05/0.01 \) levels, as determined by a pairwise t-test. N-IA is an abbreviation for NDCG-IA.

<table>
<thead>
<tr>
<th></th>
<th>N-IA@1</th>
<th>N-IA@3</th>
<th>N-IA@5</th>
<th>N-IA@10</th>
<th>T-IA@1</th>
<th>T-IA@3</th>
<th>T-IA@5</th>
<th>T-IA@10</th>
<th>C-IA@1</th>
<th>C-IA@3</th>
<th>C-IA@5</th>
<th>C-IA@10</th>
<th>Full</th>
</tr>
</thead>
<tbody>
<tr>
<td>None(Random)</td>
<td>0.4441*</td>
<td>0.4463*</td>
<td>0.4496*</td>
<td>0.4694**</td>
<td>0.4441*</td>
<td>0.4463*</td>
<td>0.4496*</td>
<td>0.4694**</td>
<td>0.4441*</td>
<td>0.4463*</td>
<td>0.4496*</td>
<td>0.4694**</td>
<td></td>
</tr>
<tr>
<td>Text Only</td>
<td>0.5637*</td>
<td>0.5707**</td>
<td>0.5790**</td>
<td>0.6147**</td>
<td>0.5637*</td>
<td>0.5707**</td>
<td>0.5790**</td>
<td>0.6147**</td>
<td>0.5637*</td>
<td>0.5707**</td>
<td>0.5790**</td>
<td>0.6147**</td>
<td></td>
</tr>
<tr>
<td>Charge Only</td>
<td>0.6340</td>
<td>0.6587*</td>
<td>0.6877*</td>
<td>0.7620**</td>
<td>0.6340</td>
<td>0.6587*</td>
<td>0.6877*</td>
<td>0.7620**</td>
<td>0.6340</td>
<td>0.6587*</td>
<td>0.6877*</td>
<td>0.7620**</td>
<td></td>
</tr>
<tr>
<td>DLRM</td>
<td>0.7199</td>
<td>0.7389</td>
<td>0.7753</td>
<td>0.8747</td>
<td>0.7199</td>
<td>0.7389</td>
<td>0.7753</td>
<td>0.8747</td>
<td>0.7199</td>
<td>0.7389</td>
<td>0.7753</td>
<td>0.8747</td>
<td></td>
</tr>
</tbody>
</table>

7 CONCLUSION AND FUTURE WORK

This paper explores the necessity of search diversity in legal case retrieval. We conduct a comprehensive analysis, including the development of a novel dataset with human-annotated intent-level document relevance. We investigate and model the relationships between charges in queries and documents, introducing DLRM as a superior search diversification algorithm for legal case retrieval.

Our research initiates a novel exploration into the potential of search diversification in legal retrieval. Going forward, we aim to further investigate the necessity of search diversity and the integration of diverse domain knowledge to improve legal retrieval models. Further exploration will include substituting our relationship graphs with knowledge graphs.

Notably, our experimental evaluation employs standard diversity metrics, which are not tailored for legal retrieval. Consequently, developing effective evaluation methods and satisfaction prediction techniques for legal case retrieval is another crucial aspect we intend to address in future work.
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