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ABSTRACT
The understanding of the process of relevance judgment helps to
inspire the design of retrieval models. Traditional retrieval models
usually estimate relevance based on document-level signals. Recent
works consider a more �ne-grain, passage-level relevance informa-
tion, which can further enhance retrieval performance. However, it
lacks a detailed analysis of how passage-level relevance signals de-
termine or in�uence the relevance judgment of the whole document.
To investigate the role of passage-level relevance in the document-
level relevance judgment, we construct an ad-hoc retrieval dataset
with both passage-level and document-level relevance labels. A thor-
ough analysis reveals that: 1) there is a strong correlation between
the document-level relevance and the fractions of irrelevant pas-
sages to highly relevant passages; 2) the position, length and query
similarity of passages play di�erent roles in the determination of
document-level relevance; 3) The sequential passage-level relevance
within a document is a potential indicator for the document-level
relevance. Based on the relationship between passage-level and
document-level relevance, we also show that utilizing passage-level
relevance signals can improve existing document ranking models.
This study helps us better understand how users perceive relevance
for a document and inspire the designing of novel ranking models
leveraging �ne-grain, passage-level relevance signals.
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1 INTRODUCTION
Understanding the process of relevance judgment of human for a
speci�c query-document pair is essential, which can inspire a better
design of relevance-based ranking models. Traditional document
rankingmodels usually estimate relevance based on document-level
signals [1, 28]. To analyse further, a document has a hierarchical
internal structure. It is composed of multiple passages, which can be
separated from the whole document based on textual discourse unit
(discourse passage), subject or content of the text (semantic passage),
or a certain number of words (window passage) [2]. A document
could be partially relevant to a query as long as it provides a certain
amount of useful information like some relevant passages for users’
information needs. Several works attempted to rank documents by
using passage-level relevance information and all of them illustrated
that incorporating passage-level relevance signals can enhance the
performance in document ranking [4, 16]. Therefore, investigating
passage-level relevance and document-level relevance sheds light
on the understanding of the process of relevance judgment and
may bene�t the design of ranking models.

Numerous existing works have tried to study how to estimate
document relevance with passage-level relevance. Liu and Croft
[22] took the highest passage-level relevance score of all passages
as the document-level relevance score. Kong et al. [18] compared
the retrieval e�ectiveness of three di�erent decision principles:
aggregate relevance (AR) principle, disjunctive relevance decision
(DRD) principle, and conjunctive relevance decision (CRD) principle.
AR assumes the more relevant passages in a document, the higher
the relevance score of the document. In particularly, DRD and CRD
principles are two extreme cases of AR.With DRD/CRD, if a passage
in a document is relevant/irrelevant, then the entire document
is relevant/irrelevant. Kong et al. [18] found that the generalized
mean aggregation operator derived from the AR principle is the
best choice for estimating the document-level relevance. Wilkinson
[34] split the document into passages based on textual discourse
units (i.e., sections) and showed that considering the type of each
section also promotes the ranking performance. Recently, Fan et al.
[4] proposed a neural model to learn relevance signals at di�erent
granularities (i.e., passage-level and document-level). Inel et al. [14]
showed that aggregating passage-level relevance can boost the
accuracy of relevance estimation.

However, judging the relevance of the whole document can be
an intricate process. Existing studies on aggregation methods of
the passage-level relevance are heuristic and ignore some potential
factors that a�ect relevance judgment. For instance, Li et al. [20]
conducted an eye-tracking study to demonstrate that the passages
at the beginning of the document attract more attention and have
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more substantial in�uence in determining the overall document-
level relevance. There is a lack of detailed analysis of how the
relevance judgment of the whole document is determined or in�u-
enced by the �ne-grain, passage-level relevance signals. Therefore,
we systematically investigate how the local passage-level relevance
a�ects the global document-level relevance. Speci�cally, we try to
address the following research questions:
• RQ1:What is the relationship between document-level relevance
and the relevance of passages composed of the document?
• RQ2: Can we promote the performance of document ranking
with the help of this relationship?
To address these research questions, we build a dataset with 70

queries sampled from the search logs of a commercial Web search
engine and 1,050 related documents (15 documents per query) re-
trieved from aChinese news corpus 1. For the 1,050 query-document
pairs and 11,512 query-passage pairs within the documents, we col-
lect four-grade relevance judgments from well-trained workers.
From the dataset, we �rst analyse the relationship between passage-
level relevance and document-level relevance to address RQ1. Based
on the �ndings in RQ1, we then incorporate the passage-level rel-
evance signals into existing document ranking models (RQ2). Ex-
perimental results show that there is a signi�cant improvement in
terms of document ranking performance. To summarize, the main
contributions are as follows:
• We construct an annotated dataset 2 for four-grade relevance
judgments consisting of 11,512 passages and 1,050 documents.
• We provide a thorough analysis of how people perceive the
document-level relevance from passage-level relevance, which
sheds light on the understanding of how people make global
relevance judgments based on local relevance.
• We show that deploying passage-level relevance signals improves
the existing document ranking models.
The rest of this paper is outlined as follows. In Section 2, we

review related work. In Section 3, we describe the dataset used
in our study. In Section 4, we analyse the relationship between
passage-level and document-level relevance to address RQ1. In
Section 5, we build models for document ranking.

2 RELATEDWORK
Making relevance judgment for a certain query-document pair is
an intricate process. Wu et al. [35] formulate this process as �rstly
making relevance decision at speci�ed locations in the document,
then incorporating the relevance at each location as the �nal global
document relevance score. We consider the passage-level relevance
as the local relevance in this paper. Therefore, we brie�y review
the related work on 1) passage-level relevance and 2) relevance
estimation with passage-level relevance.

Passage-level Relevance. Passage-level relevance is one type
of local relevance within the document. Previous works have in-
troduced three types of local relevance: 1) query-centric context
relevance [25, 35, 36]; 2) �eld-level relevance [26, 27, 39]; 3) passage-
level relevance [2, 4, 11, 16, 22, 35]. Based on the assumption pro-
posed by Wu et al. [35], the query-centric context considers that

1http://thuctc.thunlp.org/
2The data is now available at http://www.thuir.cn/group/∼YQLiu/

the relevant information must locate around the query terms in-
side the document. Therefore the query-centric context is de�ned
as a context with a query term at the center position. The �eld-
level relevance considers that several �elds of the document (e.g.,
headlines, main text, anchor text) are of di�erent importance in
the document-level relevance judgment. Di�erent from the query-
centric context relevance and �eld-level relevance, passage-level
relevance considers the relevance scores of passages within the doc-
ument, which can be grouped into semantic, window, and discourse
passages [2]. Semantic passages are derived from documents by
algorithms such as TextTiling [10] based on the subject or content
of the text. Window passages consist of a �xed number of words or
bytes [17, 37], which may not take logical structure of the document
into account. Discourse passages are based on textual discourse
units such as sentences, paragraphs, and sections [11, 29]. In this
paper, we construct the dataset from a News corpus, where the
documents are well-organized according to its logical structure. We
can split documents into passages based on the textual discourse
units. Therefore, we mainly focus on the paragraph passages here.

Several works have investigated the relevance judgment at pas-
sage level. White et al. [33] and Callan [2] propose that it is natural
to consider the �ne-grained relevance such as passage-level rele-
vance with the increase of documents’ length. It avoids the di�cul-
ties of comparing documents of di�erent length and is proved to
be robust and e�ective in document retrieval [16]. Trotman et al.
[31] and McDonnell et al. [23] require assessors to annotate rele-
vant passages for supporting the judgment of document relevance.
Rencently, Inel et al. [14] use a binary relevance scale to annotate
each paragraph passage of a document. In this paper, we collect
four-grade passage-level relevance judgments for query-passage
pairs.

Relevance EstimationwithPassage-levelRelevance.A large
number of relevance estimation methods for document ranking
have been proposed in the past few decades. Traditional methods
usually consider the document as a whole and estimate its relevance
based on document-level signals, such as BM25 model [28], point-
wise, pairwise, and listwise learning to rankmodels [1, 3, 6, 8, 15, 38]
and some deep learning models [9, 12, 13, 30]. Several works try to
rank documents using passage-level relevance information. They
demonstrate that incorporating passage-level relevance signals en-
hances the performance in document ranking [4, 16]. Liu and Croft
[22] choose the highest passage-level relevance score of all passages
as the document-level relevance score. Wang and Si [32] combined
the document retrieval results with passage retrieval results using
heuristic functions. Kong et al. [18] compare the retrieval e�ec-
tiveness of three di�erent decision principles: aggregate relevance
(AR) principle, disjunctive relevance decision (DRD) principle, and
conjunctive relevance decision (CRD) principle. They �nd that the
generalized mean aggregation operator derived from the AR princi-
ple is the best choice. Recently, Fan et al. [4] propose a neural model
that utilizes both the passage-level and document-level matching
signals for document ranking and show that this model signi�cantly
outperforms existing ranking models.

However, there is still a lack of thorough analysis and explana-
tion of the relationship between document-level relevance and the
relevance of passages composed of the document.

http://thuctc.thunlp.org/


Table 1: Search query examples (translated from Chinese).

Query Domain Query Type Search Background
IELTS speaking test standard Education Factual You are preparing for the IELTS test recently and want to know the

standard of IELTS speaking.
ONE PIECE Entertainment Factual You want to know some activity information of the mobile game

ONE PIECE.
Reasons for the rise of oil price Finance Intellectual Recently the oil price has risen. You want to know the possible

reasons behind it.
Tips for kitchen decoration Lifestyle Intellectual You are preparing to decorate the house and want to know some

tips for kitchen decoration.
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Figure 1: The distributions of the number of passages within
a document and the number of words within a passage.

3 DATASET
In this section, we describe how we construct the dataset that
we use throughout this paper and its statistics. The procedure of
data collection consists of two steps. The �rst step is to construct
the set of query-document pairs. Secondly, we hire external well-
trained assessors to make relevance judgments for the documents
and passages within the documents. We will release our dataset
including queries, documents, and the relevance annotations at the
document and passage levels after the review process.

3.1 Constructing Dataset
To construct the query-document pairs for our experiment, we use
THUCNews 3, a Chinese news dataset, as our corpus and select
queries from a 10-day query logs of a popular commercial search
engine in China. The THUCNews corpus is based on the Web
pages data of Sina News RSS subscription channel 4. It includes 740
thousand well-organized and of high quality news documents with
extracted full-text content. These documents cover 14 domains (e.g.,
education, entertainment, and �nance). In this paper, we directly use
one paragraph within the document as a passage (i.e., the paragraph
passages introduced by [2]).
3http://thuctc.thunlp.org/
4http://rss.sina.com.cn/

Table 2: The statistics of the dataset. The #Q, #D, #P, #P/D,
and #W/Pmean thenumber of queries, documents, passages,
the average number of passages within a document, and the
average number of words within a passage respectively.

Type #Q #D #P #P/D #W/P

Education 16 240 2,697 11.2 50.6
Entertainment 30 450 4,739 10.5 53.6
Finance 16 240 2,792 11.6 49.7
Lifestyle 4 60 716 11.9 51.1
Technology 4 60 568 9.5 43.6
Factual 44 660 6,994 10.6 51.5
Intellectual 26 390 4,518 11.6 51.0
All 70 1,050 11,512 11.0 51.3

To select news-related queries, we sample the search sessions in
the query logs where users have clicked on at least one result from
the Sina news website 5 and reserve the corresponding queries.
Considering that queries of low frequency are not usually used in
users’ daily life and search engines work well enough on the high-
frequency queries, we manually choose 70 intermediate-frequency
queries as our query set from these queries. These 70 queries cover
�ve domains: education, entertainment, �nance, lifestyle, and tech-
nology. For each query, we create a description of search back-
ground to make the query intent more clear and unambiguous.
Considering that the process of relevance judgment is a�ected by
the search task types [20], we group these queries into factual and
intellectual categories according to the criteria introduced by Li
and Belkin [21]. A factual query is submitted to the search engine
for locating facts, data, or other similar information items, while an
intellectual query is submitted for seeking new ideas or �ndings.
There are 44 factual queries and 26 intellectual queries respectively.
Table 1 shows four query examples and their corresponding back-
ground descriptions, which we translate from Chinese into English.

We describe the document sampling method in this study. The
initial candidate document set consists of all the documents in
THUCNews of the same domain with the query. We �lter out the
documents where the number of paragraphs is less than 4 or more
than 20, which are too short or too long in the corpus. We cal-
culate the BM25 score for each query-document pair, where the
5sina.com.cn
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Passage 1: How to Prevent Obesity?

Passage 2: Obesity should be prevented and people should
be aware of the dangers of obesity and keep their weight
within the normal range .……

Passage 3: Generally speaking, there are three preventive
measures: universal prevention, selective prevention and
target prevention.

1

2

1

Document

3

Context-aware
Relevance

Independent
Relevance

Query: How to Prevent Obesity

. . .

. . .

2

0

. . .

Figure 2: Examples of query-passage pairs with context-
aware and independent passage-level relevance annota-
tions.

inverse document frequency values (IDF) of query words are es-
timated on the whole THUCNews corpus. Then, the documents
are ranked according to their BM25 scores. Since the relevance
annotation for each query-passage pair within a document is rather
time-consuming and expensive, we randomly sample 15 documents
from the top 20 results as the document set for the query. Consid-
ering that the relevance scores of the top 15 documents are high
and there may be just a small number of irrelevant documents, we
have not directly used the top 15 documents.

Finally, we obtain a dataset of 1,050 documents and 11,512 pas-
sages for the following experiment. The statistics of the dataset
is shown in Table 2. There are 11.0 passages within a document
and 51.3 words within a passage on average. The documents in the
technology domain is shorter than those of the other domains. The
distributions of the document length (i.e., the number of passages)
and the passage length (i.e., the number of words) are shown in
Figure 1. About 35% documents contain fewer than 10 passages and
there are 36% passages that contain fewer than 20 words, which
are usually the news leads or sub-headings of the documents.

3.2 Relevance Annotation
With the dataset introduced above, we collect relevance judgments
for both the query-document and query-passage pairs from well-
trained assessors. The assessors are hired by a crowdsourcing plat-
form and are familiar with the relevance annotation task. Two
groups of assessors are employed to make relevance judgments
for the documents and passages respectively. They are required
to examine the query, the description of search background, and
the document/passage, then make a four-grade relevance judgment
for the query-document or query-passage pair. Before the formal
annotation task, they need to do some training annotation to make
sure that they have correctly understood the annotation rules. Each
document/passage is annotated by three assessors. The relevance
scales and instructions are as follows:
• (0) Irrelevant. The content of the document/passage is not re-
lated to the subject of the query at all.
• (1) Marginally relevant. The topic of the query is mentioned,
but only in passing and the objects still cannot satisfy the infor-
mation needs.
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Figure 3: The (a) marginal distributions and (b) joint distri-
bution of context-aware and independent passage-level rele-
vance judgments in the pilot annotation. The values from 0
to 3mean respectively irrelevant,marginally relevant, fairly
relevant, and highly relevant.

• (2) Fairly relevant. The topic of query is discussed. Based on
the object, the information needs can be fairly satis�ed.
• (3) Highly relevant. The topic is the main theme of the docu-
ment/passage. Based on the object, the information needs can be
totally satis�ed.
In the document-level relevance annotations, all 1,050 query-

document pairs are shown to the assessors in random order. Com-
pared to the documents, the passages are much shorter and provide
less information. In the context of a document, the passages usually
contain metonymies or pronouns, which may be ambiguous and
confusing without the context information. However, Inel et al. [14]
show that with the context information, assessors tend to make the
same relevance judgment for the current passage and the previous
passage, which may lead to biased relevance judgments. To investi-
gate whether the context information should be provided during
the annotation process, we conduct a pilot annotation of passage-
level relevance on a small dataset, which contains 14 queries and
56 corresponding news documents (4 documents per query). We
test the following two settings in the pilot passage-level relevance
annotation:
• Context-aware passage-level relevance annotation (CRA):
show the whole document to the assessor and ask her to make
relevance judgments for all passages within it.
• Independent passage-level relevance annotation (IRA): each
time show only one passage to the assessor and ask her to make
a relevance judgment for it.
There are 419 passages in the small dataset. Each passage is also

annotated by three assessors. The Fleiss’ κ [5] among the assessors
for CRA and IRA are 0.702 and 0.523 respectively. The higher κ in
the CRA setting suggests that the assessors are easier to reach an
agreement on relevance judgment when the context information
is given. We use the median relevance scores of three assessors
as the relevance label of the passage. Figure 3 shows the marginal
distributions and joint distribution in the CRA and IRA settings.
We �nd that in the CRA setting, the fraction of highly relevant
passages to all passages is higher than that under the IRA setting.
One example of query-passage pair which has di�erent relevance
annotations in the CRA and IRA settings is shown in Figure 2. We



Table 3: The distributions of four-grade document-level rel-
evance (rd ) and passage-level relevance (rp ). The Avg. #P
means the average number of passages within the docu-
ments. The Avg. #W means the average number of words
within the passages.

Document Passage
Type Fraction Avg. #P Type Fraction Avg. #W
rd = 0 0.472 10.9 rp = 0 0.724 44.3
rd = 1 0.161 11.0 rp = 1 0.137 61.9
rd = 2 0.115 11.2 rp = 2 0.044 74.3
rd = 3 0.251 11.0 rp = 3 0.096 78.3
All 1 11.0 All 1 51.3

�nd that without the context information, assessors can not decide
what “preventive measures” refers to. Consequently, they make
irrelevant annotations on this query-passage pair, which is less
accurate than annotations with context information. We use the
CRA setting to make the passage-level relevance annotation for
our main dataset.

The Fleiss’κ of document-level relevance annotations and passage-
level relevance annotations are 0.703 and 0.651, showing a substan-
tial agreement among the assessors according to Landis and Koch
[19]. We use the median relevance scores of three assessors as the
relevance labels for the document and passage. Table 3 shows the
distributions of document-level relevance and passage-level rele-
vance. It shows that in our dataset, about 25% documents are highly
relevant to the queries. The fraction of highly relevant passages
is about 10%, which is lower than the fraction of highly relevant
documents. The di�erence between the average lengths of docu-
ments with di�erent relevance scores are negligible. However, at
the passage-level, the irrelevant passages are shorter than the other
passages on average.

4 DOCUMENT-LEVEL AND PASSAGE-LEVEL
RELEVANCE JUDGMENTS

In this section, we investigate how people perceive document-level
relevance from passage-level relevance to answer RQ1. The analy-
sis includes the relationships between the document-level relevance
and the distribution, weighted aggregation, as well as sequences
of the passage-level relevance. We also analyse the e�ect of query
types (i.e., factual and intellectual) on these relationships.

4.1 Passage-level Relevance Distribution
We�rst look into the distributions of passage-level relevance among
documents with di�erent relevance scores. Figure 4 shows the
fractions of passages at di�erent relevance levels in (0) irrelevant,
(1) marginally relevant, (2) fairly relevant, and (3) highly relevant
documents respectively. We �nd that the fraction of irrelevant
passages within the document declines sharply as the document-
level relevance increases. It indicates that with more irrelevant
passages, the document is more likely to be judged as irrelevant
by people. Within the highly relevant documents, there are still
49% irrelevant passages on average, which is inconsistent with the
assumption of CRD principle proposed by Kong et al. [18] (If a
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Figure 4: The joint distribution of document-level and
passage-level relevance.

passage within the document is irrelevant, the entire document
is irrelevant). The fraction of highly relevant passages within the
document also increases as the document-level relevance increases.
It agrees with the AP principle which assumes that if there are
more relevant passages in a document, the relevance score of the
document is higher. There are a few highly relevant passages (2%)
within the irrelevant documents. People may not notice the highly
relevant passages when making relevance judgments on documents
that contain too many irrelevance passages. 23% passages within
the highly relevant documents are highly relevant to the query,
which can mostly satisfy the information needs individually. It
shows that sometimes people can be satis�ed with only reading a
few passages rather than the entire document.

Based on these �ndings, we can use the fractions of irrelevant,
marginally relevant, fairly relevant, and highly relevant passages
to estimate the document-level relevance. To evaluate the perfor-
mance of these estimation methods, we try to rerank the documents
within a query. We calculate the Spearman’s correlation coe�cient
between the annotated document-level relevance and the fractions
of passages at di�erent relevance levels for each query, then we re-
port the average coe�cient of all queries in Table 4. As the top four
rows of Table 4 show, there is a negative correlation between the
fraction of irrelevant passages and the document-level relevance.
We rerank the documents according to the fraction of irrelevant pas-
sages in ascending order and report the performance of nDCG@{5,
10, 15}. There is a positive correlation between the document-level
relevance and the fraction of marginally/fairly/highly relevant pas-
sages. We also rerank the documents of one query according to the
fraction of marginally/fairly/highly relevant passages in descend-
ing order. We �nd that these three methods perform worse than
the method using the fraction of irrelevant passages. Therefore, in
this experiment, we �nd that the fractions of irrelevant and highly
relevant passages have the greatest impact on the document-level
relevance.

4.2 Passage-level Relevance Aggregation
The document-level relevance is incorporated by pieces of local
relevance [35]. In this study, we consider passage-level relevance
as the local relevance. Previous works try to use the minimum,
maximum, or simple aggregation of passage-level relevance as the
document-level relevance score [18, 22]. Besides these methods,



Table 4: Performance of distribution, aggregation, and sequence methods on the document-level relevance estimation.

Category Method Spearman nDCG@5 nDCG@10 nDCG@15 AUC

Distribution

the fraction of irrelevant passages -0.568 0.776 0.836 0.880 0.817
the fraction of marginally relevant passages 0.326 0.643 0.741 0.813 0.652
the fraction of fairly relevant passages 0.337 0.656 0.708 0.816 0.655
the fraction of highly relevant passages 0.515 0.761 0.826 0.879 0.759

Aggregation

minimum 0.041 0.461 0.583 0.719 0.522
maximum 0.586 0.765 0.826 0.883 0.817
median 0.422 0.691 0.737 0.846 0.706
mean 0.622 0.832 0.871 0.911 0.841
position decay 0.624 0.835 0.877 0.913 0.845
passage length 0.604 0.832 0.867 0.913 0.836
length with position decay 0.614 0.827 0.866 0.910 0.841
exact match 0.566 0.814 0.840 0.901 0.811
query similarity 0.620 0.836 0.870 0.909 0.841

Sequence sub-sequence 0.594 0.787 0.846 0.889 0.835

we try more weighted aggregation methods in this section. Con-
sidering that some factors such as the position, length, and query
similarity of passages may a�ect the importance of the passage
in the document-level relevance judgment, we calculate di�erent
weights for the aggregation of passage-level relevance. A document
d is represented as a set of passages d = {p1,p2,p3, ...,pn }, where
n denotes the number of passages in the document. Then, the es-
timated document-level relevance is calculated by the weighted
aggregation of passage-level relevance:

˜rd =
∑n
i=1weiдhti × rpi∑n

i=1weiдhti
(1)

where rpi denotes the relevance score (0: irrelevant, 1: marginally
relevant, 2: fairly relevant, 3: highly relevant) of the i-th passage,
weiдhti denotes the weight of the i-th passage. The estimated
document-level relevance ˜rd is divided by the sum ofweiдhti to be
normalized to [0, 3].We try �ve aggregationmethods using di�erent
factors as the weight: position, passage length, exact matching and
query similarity. We describe how we calculate di�erent weights
as follows:

Position decay. Li et al. [20] �nd that the passages at the be-
ginning of the document attract more attention through an eye-
tracking study. We assume that passages in the top positions have
a greater in�uence in determining the overall document-level rele-
vance. Therefore, we use the reciprocal of position as the weight of
a passage, which is formulated as follows:

˜rd =
∑n
i=1 rpi /i∑n
i=1 1/i

(2)

Passage length. People spend unequal time on reading pas-
sages with di�erent lengths. Passages of unequal length may be
of di�erent importance in the document-level relevance judgment.
We assume that longer passages have a greater in�uence in deter-
mining the overall document-level relevance and use the lengths of
passages as the weights. |pi | denotes the number of words within

the i-th passage.

˜rd =
∑n
i=1 |pi | × rpi∑n

i=1 |pi |
(3)

Length with position decay.We further take the position and
length of a passage into consideration at the same time and use the
length with position decay as the weight.

˜rd =
∑n
i=1 |pi |/i × rpi∑n

i=1 |pi |/i
(4)

Exact match. Wu et al. [35] propose that the context with a
query word at the center position provides strong signals for the
document-level relevance judgment. Based on this assumption, we
assume that the exact matching signal of a passage may a�ect its
role in document-level relevance judgment. People may pay more
attention to the passages with query words [20]. The aggregation
of passage-level relevance is calculated as Equation 5, where Oq,p
denotes the number of overlapping words both appearing in the
query and the passage.

˜rd =
∑n
i=1Oq,p × rpi∑n

i=1Oq,p
(5)

Query similarity. As an extension of the exact match weight-
ing method, we use the query similarity between the query and
passage as the aggregation weight. We train the word embeddings
on THUCNews corpus using word2vec [24] to map the semantic
meaning of a word to a numerical representation. We use the av-
erage cosine similarity between the query and words within i-th
passage as the weight, where the query (Vq ) is represented by the
TF-IDF based weighted summation of query words.

Vq =

∑
w ∈q IDFw ×Vw∑

w ∈q IDFw

weiдhti =

∑
w ∈pi cosine_similarity (Vw ,Vq )

|pi |

˜rd =
∑n
i=1weiдhti × rpi∑n

i=1weiдhti
(6)



Figure 5: The distributions of document-level relevance es-
timated by the position decay method, which belongs to the
weighted aggregation category.

In Table 4, we report the Spearman’s correlation coe�cient
between annotated and estimated document-level relevance. We
rerank the documents in one query according to the estimated
document-level relevance and report the nDCG at position 5, 10,
and 15. Furthermore, we map the annotated document-level rele-
vance labels to two-grade scores (0 and 1: irrelevant; 2 and 3: rele-
vant) and scale the estimated document-level relevance scores to
[0, 1]. The performances of di�erent methods on AUC are reported
in Table 4. We �nd signi�cantly positive correlations between the
document-level relevance and weighted aggregation results except
for the minimum of passage-level relevance. Among the methods
of minimum, maximum, median, and mean, mean method performs
better than the others on document ranking, followed by maxi-
mum. We can see that maximum can achieve better performance
on nDCG@15 than all the four methods of distribution. In Figure 4,
the average ratios of irrelevant passages are more than or close
to 50% in documents with di�erent relevance scores, which leads
the median to a poor performance. These results state that people
are more likely to make the document-level relevance judgment
based on the overall relevance perception on passages within the
document.

Compared with the minimum, maximum, median of passage-
level relevance, other �ve weighted aggregation methods perform
better on the nDCG and AUC metrics. The evidence of passage
length on the importance of the passage is weaker than that of po-
sition and query similarity. It states that compared to the length of
the passage, whether the passage content is similar to the query has
greater in�uence on the importance of the passage. When consider-
ing the content of passages, the cosine similarity of passage content
performs better than the exact match method. The Spearman’s cor-
relation coe�cient of position decay method is the greatest among
all methods. We plot the distributions of the weighted aggregation
of passage-level relevance within documents at di�erent relevance
levels according to position decay method as Figure 5 shows. We
�nd that the aggregation results for the documents of di�erent
relevance levels di�er in distribution. The aggregation results of
more relevant documents tend to be higher.

4.3 Passage-level Relevance Sequence
Sequential passage-level relevance scores within a document may
potentially a�ect the judgment of document-level relevance. The

0.
21

8 

0.
20

4 

0.
15

5 

0.
42

3 

0.
70

7 

0.
12

1 

0.
07

9 

0.
09

3 

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0 1 2 3

fra
ct

io
n

of
do

cu
m

en
ts

document-level relevance

without '000000'
with '000000'

0.
55

4 

0.
15

7 

0.
10

2 0.
18

7 

0.
04

7 0.
18

3 

0.
18

3 

0.
58

6 

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0 1 2 3

fra
ct

io
n

of
do

cu
m

en
ts

document-level relevance

without '33'
with '33'

Figure 6: The relevance distributions of documents with
and without the sub-sequences of passage-level relevance
“000000” (left) and “33” (right).

distribution and aggregationmethods introduced above use indepen-
dent passage-level relevance information. The relevance score se-
quence of sequential passages has not been taken into consideration.
In this sub-section, we extract sub-sequences of passage-level rele-
vance scores and analyse the relationship between sub-sequences
and the document-level relevance.

We represent each document as a sequence composed of 0, 1, 2,
and 3, which refer to the relevance scores of passages within the doc-
ument. Then sub-sequences are extracted from the 1,050 relevance
sequences by shifting a sliding window sized from 2 to 20 on the rel-
evance sequences. We only reserve the sub-sequences that appear
in at least 10% of documents because rare sub-sequences are not
representative. Next, given the sub-sequences and document-level
relevance, we analyse the most discriminating sub-sequences using
the χ2 test. A χ2 score of 0 means the sub-sequence cannot dis-
criminate among documents with di�erent relevance judgments. 35
sub-sequences reject the null hypothesis with p−value<0.001, such
as the sub-sequences of “000000” and “33”. We plot the relevance dis-
tributions of documents with and without these two sub-sequences
in Figure 6. We can see that in the documents with “000000”, 70.7%
are irrelevant documents, only 9.3% are highly relevant documents.
It shows that if a document contains “000000”, it is as highly pos-
sible that the document is irrelevant to the query. In all of the
documents with “33”, the number of documents with “33” increases
as the document-level relevance score increases, and 58.6% highly
relevant documents contain the sub-sequence of “33”. It shows that
the distributions of document-level relevance are di�erent between
the documents with and without speci�c sub-sequences, which
may provide useful information for document-level relevance esti-
mation.

To investigate how the sub-sequences perform in document-
level relevance estimation, we frame a regression problem. Features
are constructed based on the sub-sequences which reject the null
hypothesis with p−value<0.001. We use a binary label marking
whether the sub-sequence appears in the relevance sequence of a
document and use Gradient Boosting Decision Tree (GBDT) [7]
with 5-fold cross-validation. Documents in one query is divided
into one fold. The sub-sequences are extracted from the training set
and applied on the test set. Based on the predicted document-level
relevance, we also report the nDCG and the Spearman’s correla-
tion coe�cient between annotated and predicted document-level
relevance in Table 4. We can see that the sub-sequence method can
achieve better performance than all the four methods of distribu-
tion. It extra captures the signals of relevance score sequence of



Table 5: The performances of di�erentmethods on estimating the document-level relevance. Queries are classi�ed into factual
and intellectual categories.

Category Method Spearman nDCG@5 AUC
Factual Intellectual Factual Intellectual Factual Intellectual

Distribution

the fraction of irrelevant passages -0.571 -0.563 0.779 0.765 0.841 0.777
the fraction of marginally relevant passages 0.349 0.287 0.660 0.614 0.666 0.631
the fraction of fairly relevant passages 0.324 0.359 0.633 0.636 0.657 0.655
the fraction of highly relevant passages 0.519 0.509 0.785 0.750 0.781 0.720

Aggregation

minimum 0.041 0.042 0.511 0.557 0.531 0.504
maximum 0.581 0.593 0.783 0.736 0.841 0.776
median 0.414 0.435 0.676 0.679 0.724 0.678
mean 0.623 0.621 0.843 0.814 0.865 0.798
position decay 0.647 0.586 0.853 0.805 0.872 0.792
passage length 0.600 0.612 0.852 0.810 0.859 0.801
length with position decay 0.623 0.599 0.851 0.786 0.866 0.798
exact match 0.590 0.526 0.840 0.762 0.845 0.751
query similarity 0.623 0.616 0.844 0.811 0.865 0.800

Sequence sub-sequence 0.550 0.514 0.806 0.735 0.868 0.745

continuous passages that single fraction of one type of passages
can not capture. However, it performs worse than themeanmethod,
probably because that the sub-sequences lose some information
compared to the whole relevance sequence.

4.4 Analysis on Query Types
Considering that the process of relevance judgment is a�ected
by the search task types [20], we compare the performance of
document-level relevance estimation methods introduced above
between the documents in factual and intellectual queries in Table 5.
We �nd that the method which has the best performance di�ers
between these two query types. In factual queries, the position de-
cay method performs better than the mean method. It states that
passages within a document are not of the same importance in
the document-level relevance judgment. Passages in top positions
seem to be more important than those at the bottom. Taking the
position information into consideration promotes the performance
of document-level relevance estimation. However, in intellectual
queries the mean method performs best among all the methods.
The position decay assumption seems to be not suitable in this
search scenario. It may be because that in factual queries, peo-
ple are searching for objective facts such as the IELTS speaking
test standard and ONE PIECE (see the examples in Table 1). They
usually know the existence of the speci�c information that they
are searching for and hope to �nd it more quickly. While in intel-
lectual queries, the information people are looking for is usually
subjective and narrative such as the reasons for the rise of oil price,
they are uncertain about the existence of useful information and
may be more patient in reading the documents from the top to
the bottom. Therefore, the position of useful information has more
in�uences on document-level relevance judgment in factual queries
than intellectual ones.

4.5 Summary
In this section, we use several methods based on the passage-level
relevance to estimate the document-level relevance. Now we can

answer RQ1 based on our �ndings in the experiment of document
estimation methods:

• There is a strongly negative/positive correlation between the
fraction of irrelevant/highly relevant passages and the document-
level relevance.
• If there are more relevant passages in a document, the relevance
score of the document is usually higher. People are more likely
to make the document-level relevance judgment based on the
overall relevance perception on passages within the document
instead of the relevance of one certain passage.
• The position, length and query similarity of passages play di�er-
ent important roles in the document relevance judgment across
di�erent query types.
• Sequential irrelevant (or relevant) passages within a document
potentially indicate an irrelevant (or relevant) judgment on the
whole document.

5 DOCUMENT RANKING BASED ON
PASSAGE-LEVEL RELEVANCE SIGNALS

In this section, we investigate whether the aggregation results of
passage-level relevance can promote the performance of existing
document retrieval models. We use BM25 to estimate the relevance
of documents, which is a classic ranking algorithm with proven
e�ectiveness in document ranking. It gives ranking scores for query-
document pairs by counting the term frequency (TF) and inverse
document frequency (IDF) of query terms appearing in documents.
We calculate IDF on the whole THUCNews corpus. Based on it, we
calculate the BM25 scores for query-document and query-passage
pairs. Then the aggregated document-level relevance scores are
obtained from the passage-level BM25 scores with the methods
introduced in Section 4.2. We rerank the documents according to:
1) document-level BM25 scores; 2) aggregated relevance scores
from the passage-level BM25 scores; 3) weighted summation of
document-level and aggregated BM25 scores. We use λ to denote



Table 6: Comparison of performances on document ranking
between document-level relevance signals and aggregated
passage-level relevance signals. Both document-level and
passage-level relevance signals are calculated by BM25.

Method λ
nDCG@k

k=5 k=10 k=15
BM25document 0 0.522 0.638 0.748
minimum (CRD) 1 0.448 0.561 0.701
maximum (DRD) 1 0.581 0.679 0.783
median (AR) 1 0.481 0.589 0.712
mean (AR) 1 0.491 0.620 0.725
position decay 1 0.518 0.638 0.742
passage length 1 0.497 0.616 0.729
length with decay 1 0.517 0.637 0.743
exact match 1 0.548 0.653 0.764
query similarity 1 0.487 0.618 0.724
minimum (CRD) 0.13 0.530 0.639 0.750
maximum (DRD) 0.39 0.604 0.688 0.793
median (AR) 0.29 0.558 0.650 0.763
mean (AR) 0.37 0.530 0.646 0.754
position decay 0.43 0.537 0.652 0.756
passage length 0.37 0.555 0.655 0.759
length with decay 0.42 0.567 0.664 0.770
exact match 0.47 0.562 0.665 0.769
query similarity 0.38 0.542 0.647 0.757

the weight of aggregated BM25 scores. The estimated document-
level relevance is de�ned as follows:

˜rd = λf (sp1 , ..., spn ) + (1 − λ)sd
where f denotes the aggregation methods, while sd and spi de-
note the BM25 scores of the document and the i-th passage. The
�rst method is setting λ = 0, which indicates that the estimated
document-level relevance is determined by the BM25 score of the
document, and the secondmethod is setting λ = 1, i.e., the estimated
document-level relevance equals to the aggregated BM25 score of
passages. In the third method, we use 5-fold cross-validation to
split the training set and test set. Then we tune the λ from 0 to 1
with a step size of 0.01 and choose the best performed λ on the
training set. We report the average λ learned on training sets and
the average performance on test sets in Table 6.

We �rst look into the performance of aggregation methods when
λ = 1. Compared with document-level BM25 scores, maximum and
exact match achieve better ranking performances, which indicates
that BM25 can be improved at �ner-grained level by aggregating
passage-level matching signals. We also observe that the aggrega-
tion methods with the learned λ outperform other methods with the
�xed λ = 0 or 1. Among the methods with the learned λ, maximum
performs the best when λ = 0.39, followed by length with decay
whose λ is 0.42. The values of λ in the two best methods indicate
that the aggregated passage-level scores have rather large e�ect in
determining the �nal document-level relevance score. Two-tailed
t-test is performed to detect signi�cant di�erence. However, our
dataset has only 70 queries, which limits the statistical power of
the evaluation experiments between di�erent methods. The per-
formance di�erences between the BM25 and other methods are

unstable among di�erent queries, which do not lead to signi�cant
results in the t-test either.

Now we are at the position to answer RQ2. In summary, we �nd
that the aggregation of �ne-grained, passage-level BM25 scores can
improve the performance of BM25 in the document ranking task. It
indicates that it’s feasible and bene�cial to take advantage of the
relationship between document-level relevance and passage-level
relevance in document ranking.

6 CONCLUSION AND FUTUREWORK
In this paper, we investigate the role of perceived passage-level
relevance in the document-level relevance judgment. Our dataset is
constructedwith the queries from query logs of a commercial search
engine and the documents from a widely-used news corpus. We col-
lect the relevance annotations for both query-document and query-
passage pairs. We conduct a thorough analysis of how passage-
level relevance signals determine or in�uence the document-level
relevance. Our experiment results show that there is a strongly
correlation between the distribution of irrelevant/highly relevant
passages and the document-level relevance. The position, length
and query similarity of passages play di�erently important roles in
the document relevance judgment across factual and intellectual
queries. Sequential irrelevant/relevant passages within a document
potentially indicate an irrelevant/relevant judgment on the whole
document. Finally, we �nd that it is e�ective to improve document
ranking performance by incorporating passage-level relevance with
document-level relevance.

Implications and limitations. We provide a detailed analysis of
how people perceive the document-level relevance from passage-
level relevance in this paper. As there are strong correlations be-
tween the document-level relevance and passage-level relevance,
it is bene�cial to consider passage-level relevance signals in docu-
ment ranking. We would also like to highlight some limitations of
this work. Our �ndings are based on the Chinese news data, where
the content of documents is well-organized and of high quality.
Whether these �ndings are applicable to other datasets that are not
composed of news documents remains further investigation. We
only use some basic features of passages (i.e., the position, length,
and query similarity) in the weighting methods. There may be
other useful features in the aggregation of passage-level relevance.
Furthermore, the �eld based BM25F is worth being tried on the
dataset with title and content information. Another limitation we
need to highlight is the small size of query set. However, it is time-
consuming and expensive to collect relevance labels for a large
scale corpus and our dataset is the largest Chinese dataset with
annotated relevance of query-document and query-passage pairs.

Future work. Interesting directions for future work include in-
corporating more factors in the analysis of passage-level relevance
aggregation (e.g., the context information). Another feasible future
work is to discover behavior patterns during the document-level
relevance judgment such as eye movement.
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