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**ABSTRACT**
Knowledge graphs are widely used in information retrieval as they can enhance our semantic understanding of queries and documents. The main idea is to consider entities and entity relationships as side information. Although existing work has achieved improvements in retrieval effectiveness by incorporating information from knowledge graphs into retrieval models, few studies have leveraged knowledge graphs in understanding users’ search behavior. We investigate user behavior during session search from the perspective of a knowledge graph. We conduct a query log-based analysis of users’ query reformulation and document clicking behavior. Based on a large-scale commercial query log and a knowledge graph, we find new user behavior patterns in terms of query reformulation and document clicking. Our study deepens our understanding of user behavior in session search and provides implications to help improve retrieval models with knowledge graphs.
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**1 INTRODUCTION**
As search systems and their functionality continue to be improved, the complexity and scope of users’ information needs increase [1]. Users often have multiple types of interactions with search systems, including issuing queries, examining and clicking search results, to fulfill their information needs. To better understand users’ information needs, query logs have been extensively studied to mine users’ search intent [17]. Typically, query logs are partitioned into search sessions, i.e., sequences of queries and clicks issued by the same user within a short time interval. Previous studies [4, 20] have identified search behavior patterns by analyzing query reformulation and search result click preferences in search sessions. These findings deepen our understanding of users’ search behavior and provide implications for improving the design of retrieval systems.

A knowledge graph (KG) is a repository of entities and their relationships and attributes that are represented as a graph; KGs are used extensively to better estimate relevance of a document for a query [16]. Existing KG-based methods can be divided into implicit and explicit entity relationship exploitation methods. The implicit methods directly model the interactions between entities in the query and document by pretrained network embeddings. For example, Xiong et al. [21, 22] consider a bag-of-entities representation, and use an interaction matrix between bag of words representations and bag of entity representations for document ranking. Lu et al. [14] measure users’ entity preferences by using the entity vector similarity from TransE [2]. Explicit methods explicitly exploit the relationship or the neighborhood information in the modeling. Liu et al. [13] utilize the entity description in a query to enrich the query representation. Ma et al. [15] use KGs to build explicit explainable patterns and rules for recommendation.

So far, few publications have utilized KGs to investigate users’ search behavior [18]. Using a KG, we can investigate the relationship between the entities of two consecutive queries in the same session and identify patterns in sequences of query reformulations by looking at connected paths of mentioned entities in a KG. To better understand users’ search behavior using KGs, we conduct a query log analysis of users’ query reformulation and document clicking behavior by using a large-scale KG. We extract entities in the queries and documents from the same session and then analyze how they are connected in the KG. Specifically, we study the following research questions using a KG: (RQ1) How do users formulate queries in a session? (RQ2) How are entities in the previous query related to entities in the reformulated query? (RQ3) How are entities in the issued query and clicked documents related?

To address these research questions, we use a large-scale, publicly available query log, Tiangong-ST [5], and an English-Chinese bilingual KG, XLore [19], as our experimental data. We first study the commonness of query entities in a session and summarize the patterns of how users formulate queries. Then, the relationship between entities in query reformulations, and the differences in actions and other dimensions (such as reformulation type, session
length) are reported. Finally, we compare the differences between clicked documents and other documents according to their relationships with the query entities. Our findings provide a deeper understanding of user behavior in session search and reveal a rich opportunity to build better retrieval models with KGs.

2 DATASET

We conduct experiments on a large-scale, publicly available query log from a Chinese commercial search engine, Sogou.com, namely Tiangong-ST\(^1\) [5]. Tiangong-ST provides web search session data extracted from an 18-day search log. We use the training set for our analysis and filter out sessions according to the following rules: (1) sessions without any clicks; (2) all queries in a session are the same; (3) the number of entities in all queries in a session is zero. Table 1 shows the statistics of the resulting dataset. To avoid working with very large numbers of entities in documents, we use document titles instead of the full document content.

For entity annotation, we utilize XLore [19]. XLore is an English-Chinese bilingual KG built from English and Chinese Wikipedia, Baidu Baike and Hudong Baike. It contains 16,284,901 entities, 2,466,956 concepts and 446,236 relations. The relations have four types: subclass, instanceof and same, related, where the proportions are 2.6%, 42.1%, 7.9%, 47.3%, respectively. The relations subclass and instanceof are further categorized as Derivation type while same and related are considered to be Equivalency type. Following [13], query and document entities are annotated by CMNS [9], the commonness (popularity) based entity linker. Table 2 shows the distribution of the number of entities in queries and documents; the average number of entities in queries and documents is 2.28 and 4.03, respectively.

3 RESULTS

3.1 Analysis of the issued queries

To answer RQ1, we report the word and entity statistics in the sessions and reveal the query patterns during session search. The results are shown in Table 3. Specifically, Number indicates the change in the number of words (or entities) between two consecutive queries in a session. Overlap with first query and Overlap previous query indicates the overlap rate between each query and its first (previous) query in the same session. Common elements in session denotes the ratio of common words (or entities) in a session.

We first observe that the trends of the number of words and entities are similar; users tend to use more words (entities) to express their information need as the session goes on. This indicates that users gradually arrive at a clearer way of expressing their information needs thus submit longer queries. Overlap with the first and the previous query and the common elements rates in the whole session are all around 30%, which suggests that there exists a key concept in a session and users will modify their query based on this key concept during the session search.

In conclusion, during session search users will use a key concept and attempt to modify this key with additional words.

3.2 Analysis on query reformulation

To answer RQ2, we study query reformulations in different scenarios by analyzing the corresponding entity relationships in KG. We first analyze the length of the shortest path between entities in the current query and the context. Then, we study the difference in entity relationships in different types of query reformulation and different session lengths.

3.2.1 Entity connections. To study how entities in the current query are connected to entities in the context, we take entities in the previous query (or all contextual queries) as the starting points and the entities in the current queries as the target points. We study how they are connected in the KGs. If a target point and a starting point are connected within a given hop, they are a positive entity pair. Since the size of the KG is large, we only consider entity pairs within 2 hops from each other. We define precision and recall as the ratio of all positive pairs in all 2-hop neighborhoods and in all start-target pairs, respectively. Assume, for example, that two consecutive queries contain entity A and entity B, respectively. A and B are within 2-hop in the graph. A has 5 2-hop neighbors in the graph (one of them is B). In this case, the precision is 1/5, recall is 1/1.

The results are reported in Figure 1.

\[\text{Figure 1: Precision and recall of the positive entity pairs from different sources.}\]

\[\text{Table 1: Statistics of our dataset.}\]

<table>
<thead>
<tr>
<th>#queries</th>
<th>#sessions</th>
<th>#avg. query</th>
<th>#avg. click</th>
<th>#avg. doc</th>
</tr>
</thead>
<tbody>
<tr>
<td>231,142</td>
<td>89,737</td>
<td>2.58</td>
<td>1.26</td>
<td>9.58</td>
</tr>
</tbody>
</table>

\[\text{Table 2: Number of entities in queries and documents.}\]

<table>
<thead>
<tr>
<th>query</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>word</td>
<td>5.85%</td>
<td>29.4%</td>
<td>24.1%</td>
<td>20.7%</td>
<td>11.4%</td>
<td>8.50%</td>
</tr>
<tr>
<td>doc</td>
<td>0.96%</td>
<td>4.41%</td>
<td>11.9%</td>
<td>10.6%</td>
<td>17.5%</td>
<td>54.6%</td>
</tr>
</tbody>
</table>

\[\text{Table 3: Word and entity statistics of the queries. A one-sample Wilcoxon signed rank test is used to test significant differences in the number of words/elements between consecutive queries in a session, * means } p \leq 0.01, \text{ two-tailed.}\]

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>Entity</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>1.266*</td>
<td>0.280*</td>
</tr>
<tr>
<td>Overlap with first query</td>
<td>0.319</td>
<td>0.283</td>
</tr>
<tr>
<td>Overlap previous query</td>
<td>0.355</td>
<td>0.316</td>
</tr>
<tr>
<td>Common elements in session</td>
<td>0.290</td>
<td>0.256</td>
</tr>
</tbody>
</table>

\[^1\]http://www.thuir.cn/tiangong-st/.

\[\text{Figure 1: Precision and recall of the positive entity pairs from different sources.}\]
Table 4: Entity relationships according to different reformulation types. A one-sample Wilcoxon signed rank test is performed to test significant difference, * means $p \leq 0.01$, two-tailed. The relation ratio of Equivalency is one minus Derivation.

<table>
<thead>
<tr>
<th>Reformulation type</th>
<th>Definition</th>
<th>Proportion</th>
<th>Δ entity</th>
<th>Δ new entity</th>
<th>Avg. hops</th>
<th>Relation ratio (Derivation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalization</td>
<td>$Q_i \cap Q_{i+1} \neq \emptyset;</td>
<td>Q_i</td>
<td>&gt;</td>
<td>Q_{i+1}</td>
<td>$</td>
<td>11.49%</td>
</tr>
<tr>
<td>Specialization</td>
<td>$Q_i \cap Q_{i+1} \neq \emptyset;</td>
<td>Q_i</td>
<td>&lt;</td>
<td>Q_{i+1}</td>
<td>$</td>
<td>37.35%</td>
</tr>
<tr>
<td>Word substitution</td>
<td>$0 &lt;</td>
<td>Q_i \cap Q_{i+1}</td>
<td>&lt;</td>
<td>Q_i</td>
<td>:</td>
<td>Q_i</td>
</tr>
<tr>
<td>Repeat$^2$</td>
<td>$Q_i = Q_{i+1};$</td>
<td>12.52%</td>
<td>-2.82e-4</td>
<td>2.54e-4</td>
<td>0.827</td>
<td>92.6%</td>
</tr>
<tr>
<td>New</td>
<td>$Q_i \cap Q_{i+1} = \emptyset;$</td>
<td>25.96%</td>
<td>2.42*</td>
<td>2.42*</td>
<td>1.921</td>
<td>92.5%</td>
</tr>
</tbody>
</table>

In Figure 1, 0-hop refers to the repeated entities between two queries. We observe that when considering the entity pairs between the current query and all contextual queries rather than the pairs between the current query and the previous query, the recall increases from 0.316 to 0.360, which means that using more context information is helpful to infer the next query. However, the overlap rate is only about 30%, which means that the majority of entities are not from the context.

When considering entity pairs with 1-hop, we find that the difference with the result in 0-hop is not significant. Statistically significant differences do occur when we consider 2-hop entities. Hence, by only using 1-hop neighborhoods we cannot effectively infer the next query; at least 2-hop neighborhoods are required.

In addition, although recall increases, precision drops drastically when we use broader neighborhoods. This means the noisy entities are also incorporated and we need a reasonable strategy to filter out these noisy entities.

3.2.2 Query reformulation types. Next, we consider query reformulations. We use the reformulation types described in [11], i.e., Generalization, Specialization, Word Substitution, Repeat and New. For details on the categorization we refer to [11]. We analyze the relationship between the entity pairs in two consecutive queries according to different reformulation types, as shown in Table 4. The distribution of reformulation types is similar to [11], where Specialization is the majority type. For the change in the number of entities (i.e., Δentity), only Generalization, Specialization and New use significantly different numbers of entities compared with the previous query while Word Substitution and Repeat do not. For new entities (i.e., Δnew entity), we find that all reformulation types expect Repeat use new entities. Avg. hops measures the distance between entities in two consecutive queries in the KG. In addition, although Specialization introduces the largest number of new entities, the connections between new entities and the entities in the previous query are still close (with a low avg. hops). For Word Substitution, the hop distance between the entities in the current query and previous query is larger. In our KG, we have two main relation types: Derivation (subclass and instanceOf) and Equivalency (same and related); we find that most relations are Derivation, which suggests that users are less likely to use entities with similar meanings.

3.2.3 Session length. We split the search sessions according to their length. The number of (new) entities at different positions in a session is shown in Figure 2. Shorter sessions tend to have more entities at each session position, which indicates that users in short sessions are clearer about their search intent. Generally, the number of entities increases as the session evolves because users gradually gain insight in their search intent, which is similar to the discussion in Table 3. As to the number of new entities, the biggest growth happens in the first reformulation, which is probably because users do not know how to formulate their initial query. Once they browse the result pages, they are clearer about how to reformulate the query.

3.3 Analysis of document clicking

To answer RQ3, we study the relationships between entities in the query and the returned documents (i.e., the common entities and how they are connected in the KGs). First, we contrast clicked and non-clicked documents. Then we analyze the distance between entities in the current query and the documents. Finally, we discuss the difference in different search intents.

3.3.1 Click behavior. We split query-document pairs according to whether the document is clicked. The results are shown in Table 5, where $E(Q)$ and $E(D)$ are the sets of entities in the query $Q$ and the document $D$, respectively. Also, $E(Q) \cap E(D) \neq \emptyset$ and $\frac{|E(Q)\cap E(D)|}{|E(Q)|}$ refer to the proportion of query-document pairs with at least one common entity and the percentage of query entities appearing in the document.

Table 5: Entity relationships in the clicked and unclicked documents. * denotes a significant difference under Wilcoxon signed rank test ($p \leq 0.01$).

|               | $E(Q) \cap E(D) \neq \emptyset$ | $\frac{|E(Q)\cap E(D)|}{|E(Q)|}$ | Avg. hops | Relation ratio (Derivation) |
|---------------|-----------------------------|----------------------------------|-----------|----------------------------|
| Click         | 70.36%                      | 0.334                            | 0.641     | 94.0%                      |
| Unclick       | 60.91%*                     | 0.294*                           | 0.694*    | 93.6%                      |
The differences in $E(Q) \cap E(D) \neq \emptyset$, and avg. hops between clicked and non-clicked documents are all significant.

Clicked documents contain more entities from the query (exact matching) and their entities are closer to entities in the graphs (semantic matching). This indicates that we can use both exact and semantic matching signals to predict users’ click behavior. In addition, the proportion of query-document pairs with at least one common entity is only 70.36%, which means that about 30% of the relevant documents have entities that are not in the query. These hard to retrieve documents require retrieval strategies beyond exact matching signals to infer user’s search intent.

![Figure 3: Recall of hit entities in clicked and non-clicked documents when spreading out entities from different sources.](image)

(a) From current query (b) From contextual queries

### 3.3.2 Entity connection
Similar to the discussion in Section 3.2.1, we study how query entities are connected to document entities. We construct entity pairs by connecting query entities and document entities. Entity recall is defined in Section 3.2.1, i.e., the ratio of the entity pairs within a given hop in the KG among all entity pairs. See Figure 3. Our observations are similar to those for query reformulation: (1) not only the current query but also the contextual queries are helpful to infer the entities in the clicked documents; and (2) the number of hit entities does not increase significantly when using 1-hop neighborhoods but becomes significant when using 2-hop neighborhoods. Hence, 1-hop neighborhoods do not suffice to effectively infer the entities in clicked documents. Instead, we should use at least 2-hop neighborhoods.

### 3.3.3 Query intent
We randomly select 200 sessions and annotate the query intents according to the definitions in [3]. The labels are determined by the majority votes of three experts. The results are shown in Table 6. For each intent we consider $E(Q) \cap E(D) \neq \emptyset$, and the avg. hops between query and clicked documents, as defined in Section 3.3.1. The proportion of query-document pairs with at least one common entity, $E(Q) \cap E(D) \neq \emptyset$, and the percentage of query entities appearing in the document, $E(Q) \cap E(D) / E(Q)$, are both largest for navigational query and smallest for transactional queries. Hence, exact matching signals based on entities are more important for navigational queries, and transactional queries require other matching signals for click prediction.

### 4 CONCLUSION
Knowledge graphs (KGs) have been used extensively in retrieval models to better estimate the relevance of a document to a query. Few studies have utilized KGs to investigate users’ search behavior. To better understand user behavior, we conduct a query log analysis with a large-scale KG. We first analyze the distribution of words and entities in the query and find that queries in a session are based on a key concept and users tend to use longer queries as the session evolves. In query reformulation, using 1-hop neighborhoods is not effective to infer the next query and at least 2-hop neighborhoods are required. We also discuss differences between reformulation types and session lengths. For click behavior, the relationship of query and clicked documents is not always based on exact matching, which motivates the design of retrieval models that go beyond exact matching signals. Comparing three query intents, we find that exact matching signals on entities are more important for navigational queries while transactional queries require other matching signals for click prediction.

In future work, we plan to use our findings to help design and improve knowledge-aware retrieval models, for example, by incorporating different types of KG-based information for queries with different search intents. By deepening our understanding of users’ search behavior using knowledge graphs, we expect to be able to design more effective retrieval models.
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