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ABSTRACT
Satisfaction prediction is one of the prime concerns in search
performance evaluation. It is a non-trivial task for two ma-
jor reasons: (1) The definition of satisfaction is rather sub-
jective and different users may have different opinions in
satisfaction judgement. (2) Most existing studies on sat-
isfaction prediction mainly rely on users’ click-through or
query reformulation behaviors but there are many sessions
without such kind of interactions. To shed light on these
research questions, we construct an experimental search en-
gine that could collect users’ satisfaction feedback as well as
mouse click-through/movement data. Different from exist-
ing studies, we compare for the first time search users’ and
external assessors’ opinions on satisfaction. We find that
search users pay more attention to the utility of results while
external assessors emphasize on the efforts spent in search
sessions. Inspired by recent studies in predicting result rele-
vance based on mouse movement patterns (namely motifs),
we propose to estimate the utilities of search results and the
efforts in search sessions with motifs extracted from mouse
movement data on search result pages (SERPs). Besides the
existing frequency-based motif selection method, two novel
selection strategies (distance-based and distribution-based)
are also adopted to extract high quality motifs for satisfac-
tion prediction. Experimental results on over 1,000 user ses-
sions show that the proposed strategies outperform existing
methods and also have promising generalization capability
for different users and queries.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval
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1. INTRODUCTION
Search satisfaction prediction is essential in Web search

performance evaluation researches. Although there are plenty
of existing studies [18, 4, 8, 17, 16] on this research topic,
it is still a challenging task for two major reasons: (1) The
definition of satisfaction is rather subjective and different
users may have different opinions in satisfaction. Therefore,
satisfaction feedback from different users for the same result
ranking list may be very different (see Section 4). (2) There
usually lacks enough explicit feedback information to infer
users’ opinions in satisfaction for practical search engines.
Different from relevance prediction researches in which re-
sult clicks can be regarded as strong signals of user prefer-
ence, the feedback information of satisfaction is related with
a number of different interaction behaviors. Many existing
approaches on satisfaction prediction rely on users’ click-
through or query reformulation behaviors [23, 4]. However,
for many search sessions neither mouse clicks nor query re-
formulations are available [13, 20] and these solutions are
therefore not applicable.

For the first problem (subjectivity in satisfaction judg-
ment), some researchers design systems to collect users’ ex-
plicit feedback as the ground truth for satisfaction [8, 4].
However, the quality of data cannot always be ensured be-
cause collecting feedback information explicitly usually af-
fects users’ search processes. Other researchers choose not
to interrupt users’ search process. Instead, they employ ex-
ternal assessors to review the original searchers’ behavior
logs and make judgments according to their own experiences
[16]. According to recent studies on query intent labelling
and relevance annotations [13, 28], external assessments may
be very different from users’ self-annotations. However, the
question of whether there exist such differences in search
satisfaction evaluation remains uninvestigated (RQ1 ).

For the second problem (lack of explicit feedback informa-
tion), although click-through and query reformulation be-
haviors are not always available for all search sessions, there
are other interactions that can be collected in most cases.
Among these interaction behaviors, mouse movement has
recently been paid much attention to. It can be adopted as
a proxy of eye fixation behavior [6, 22] and can easily be col-
lected at large scale as well. Existing studies indicate that
mouse movement behaviors can provide insights into result
examination [22] and result relevance estimation [1, 7, 9, 12].
Guo et al. [8] are among the first to predict search satisfac-
tion (namely search success in their work) with fine-grained
mouse interactions (e.g., hovers, scrolls, etc.) in addition



(a) Example of a satisfied(SAT) search session (b) Example of a dissatisfied(DSAT) search sessioin

Figure 1: Examples of Users’ Mouse Movement Trails on SERPs

to clicks. However, mouse movement data contains much
richer interaction information between users and search en-
gine result pages (SERPs) than these behavior signals. Re-
cent studies [19] already show that automatically discovered
mouse movement subsequences (namely motifs) can be uti-
lized to infer result relevance. Therefore, the question of
whether satisfaction prediction can benefit from the rich in-
teraction information stored in mouse movement logs needs
to be investigated (RQ2 ).

To shed light on these research questions, we construct an
experimental search engine system which can collect users’
click-through and mouse movement information simultane-
ously. The explicit feedback of users on search satisfaction
and external assessors’ opinions are collected as well. Figure
1 shows two examples of users’ mouse movement process on
SERPs with the constructed experimental search engine (see
Section 3), where Figure 1(a) shows an example of SAT (self-
reported satisfactory) case and Figure 1(b) shows a DSAT
(self-reported dissatisfactory) case. Mouse movement trail
is shown in circles and the numbers in them correspond to
the sequence of mouse movement positions. The red cir-
cles in both figures are movement patterns (namely motifs,
which means frequently appeared subsequences in mouse
movement data) extracted and selected by the algorithms
described in Section 5. In Figure 1(a), the user appears
to examine the first result (which is a key resource to the
corresponding query) carefully and just take a quick look at
other results before ending the search session. This sequence
means that he/she succeeds in finding necessary information
with relatively little effort. In contrast, most results on the
SERP in Figure 1(b) seem not to meet the user’s informa-
tion need. We can see from the mouse trail that the user
examines almost all results on the SERP carefully during the

session, which means he/she may take much effort without
obtaining much information. Therefore, mouse movement
information can help us infer that the user in search session
shown in Figure 1(a) is likely to be satisfied while the one
in Figure 1(b) is not.

The examples in Figure 1 indicate that mouse movement
data records richer information in the sequence of exam-
ining, reading relevant/irrelevant results and so on. Our
work focuses on extracting these movement patterns from
the sequence of cursors on SERPs to help predict search
satisfaction. To avoid too much subjectivity in satisfaction
judgment, we adopt and compare two different sources of
satisfaction labels from both search users and external as-
sessors and introduce manipulated SERPs to control anno-
tation qualities. Following recent efforts in understanding
users’ judgments of satisfaction [17, 16], we compare the dif-
ferent roles of result utility (benefit) and user effort (cost)
in different satisfaction labels as well.

The major difference between our work and existing stud-
ies in search satisfaction prediction lies in that we adopt
rich interaction patterns (or motifs) in mouse movement
data. Although previous studies such as [8] already intro-
duce mouse behavior features in addition to result clicks,
motifs are not among their investigated features. Accord-
ing to the cases in Figure 1, motifs may contain impor-
tant feedback information and should not be ignored. Our
work also differs from the motif extraction method proposed
by Lagun et al. [19] in that they focused on the problem
of relevance estimation instead of search satisfaction pre-
diction. We also propose two specific strategies (distance-
based and distribution-based) in the motif extraction pro-
cess to efficiently select effective patterns. Compared with
the frequency-based strategy proposed in [19], they are more



suitable for the task of satisfaction prediction by achieving
better prediction performance with fewer motifs.

Our contributions in this paper are three-fold: (1) To our
best knowledge, this is the first attempt to predict search
satisfaction with mouse movement patterns (or motifs) on
SERPs. (2) We propose to use distance-based and distribution-
based strategies in the selection of motifs, which outperforms
existing frequency-based strategy in choosing the most effec-
tive motifs to separate SAT sessions from DSAT ones. (3)
With an experimental search system, we compare satisfac-
tion labels collected from both search users and external as-
sessors and observe for the first time that users and assessors
have different criteria in search satisfaction judgments.

The rest of this paper is organized as follows: Related
studies are discussed in Section 2. The experimental system
and corresponding data collection process are presented in
Section 3. The differences in satisfaction judgments from
users and external assessors are investigated in Section 4.
Motif extraction method and corresponding selection strate-
gies are proposed in Section 5. Experimental results in sat-
isfaction prediction are introduced and discussed in Section
6. Finally come the conclusions and future work directions.

2. RELATED WORK
Two lines of researches are related to the work we de-

scribe in this article: (1) User satisfaction understanding and
prediction. (2) Search performance evaluation with mouse
movement information.

The concept of satisfaction was first introduced in IR re-
searches in 1970s according to Su et al. [27]. A recent defi-
nition states that ”satisfaction can be understood as the ful-
fillment of a specified desire or goal” [18]. However, search
satisfaction itself is a subjective construct and is difficult
to measure. Some existing studies tried to collect satisfac-
tion feedback from users directly. For example, Guo et al.’s
work [8] on predicting Web search success and Feild et al.’s
work [4] on predicting searcher frustration were both based
on searchers’ self-reported explicit judgements. Differently,
other researchers employed external assessors to restore the
users’ search experience and make annotations according to
their own opinions. For example, Guo et al.’s work [10] on
predicting query performance and Huffman et al.’s work [14]
on predicting result relevance were based on this kind of an-
notations. Recent research [28] showed that annotations on
result relevances from external assessors may not be a good
estimator of users’ own judgements. However, the relation-
ship between searchers’ and external assessors’ opinions in
search satisfaction remains uninvestigated.

A number of different interaction behaviors have been
taken into consideration in the prediction of search user sat-
isfactions including both coarse-grained features (e.g. click-
through based features in [10]) and fine-grained ones (e.g.
cursor position and scrolling speed in [8]). Recently, a num-
ber of studies (e.g. [17, 16]) chose to use the cost-benefit
framework to analyze users satisfaction judgment in search
process. In this framework, both document relevance (or
attractiveness, or utility) and the efforts users spend on ex-
amining SERPs and browsing landing pages are considered.
In this work, we also follow the same framework and try
to predict result utilities and user efforts with mouse move-
ment features. We also want to investigate the differences in
search satisfaction annotations collected from user side and
external assessor side.

Figure 2: Data Collection Procedure

In the second line of related studies, mouse movement
information like scroll and hover have proven to be valuable
signals in inferring user behavior and preferences [6, 7, 12,
25], search intent [5], search examination [22] and predicting
result relevance [13]. However, none of these studies tried to
extract mouse movement patterns and adopt them to predict
search satisfaction.

With the advancement of technology, more detailed and
scalable mouse information can be collected. Arapakis et al.
extracted mouse gestures to measure within-content engage-
ment [2]. Lagun et al. [19] introduced the concept of fre-
quent cursor subsequences (namely motifs) in the estimation
of result relevance. Different from their work, we focus on
how to extract and select effective mouse movement patterns
from SERPs to help predict search result utility, searcher ef-
fort, and satisfaction at a search task level instead of result
level. We also propose different motif selection strategies to
improve the prediction performance.

3. DATA COLLECTION PROCESS
3.1 Experiment Procedure

To collect user behavior data during search process and
corresponding satisfaction annotation data, we construct an
experimental search engine. With the system, users’ inter-
action process while completing search tasks were recorded,
including click-through, mouse movement and satisfaction
annotations. During the experimental procedure, satisfac-
tion feedback as well as a variety of mouse movement in-
formation, including mouse coordinates, clicks, hovers and
scrolls are logged by injected Javascript on SERPs.

We recruited 40 participants (among which 16 are female
and 24 are male) for the data collecting process. All partici-
pants are first-year undergraduate students from our univer-
sity with a variety of self-reported search engine utilization
experiences. Their majors include life science, economic and
social science. We didn’t invite computer science or electri-
cal engineering students because they may be too familiar
with the use of search engines and cannot represent ordinary
search engine users.

The procedure of the experiment is shown in Figure 2.
In the experiment, each participant was asked to complete
30 search tasks within about 1 hour. Before each task, the
participant was shown the search query and corresponding
explanations to avoid ambiguity. After that, he/she would
be guided to a pre-designed search result page where the
query is not allowed to change. The participant was asked



to examine the results provided by our system and end the
search session either if the search goal was completed or
he/she was disappointed with the results. Each time they
end a search session, they were required to label a 5-point
satisfaction score to the session where 5 means the most
satisfactory and 1 means the least. Then they would be
guided to continue to the next search task.

3.2 Search Tasks and Quality Control
To predict search satisfaction at a search task level, we se-

lected 30 search tasks from NTCIR IMine task [21], among
which there are 10 navigational tasks and 20 informational
tasks. All these queries were collected from a commercial
search engine and were neither long-tailed nor hot ones. Dif-
ferent from the IMine task, we provided detailed task expla-
nations to the participants to avoid unnecessary ambiguity.

For each search task, we fix the query and results to en-
sure the consistency of our data. The search results were col-
lected from a popular commercial search engine and only top
10 organic results are retained. Vertical results and adver-
tisements were not included because they may affect users’
search behaviors [29]. The investigation on SERPs involving
verticals and advertisement will be left to future research.

Considering the fact that users may have different crite-
ria or even be distracted during the satisfaction annotation
process, we manipulate the SERPs to make a quality con-
trol of the data collection process. We invite three profes-
sional assessors from a commercial search engine to label
the relevance scores for all query-result pairs. The KAPPA
coefficient of the their annotation is 0.70, which can be char-
acterized as a substantial agreement according to Cohen [3].
We then design two different types of SERPS for each query
based on the relevance annotations. For each query, the re-
sults on two SERPs are the same but in different ranking
orders. On the first page, the results were ranked in the
order of relevance and on the second one they were ranked
in the reverse order of relevance. We call these two pages
ordered-page and reversed-page, which should entail differ-
ent levels of satisfaction. The pages are used to determine
if an annotator is reliable by observing how these pages are
annotated.

For the data collection process, we had 90 (30 queries *
3 different SERPs) search conditions in total. Each partic-
ipant needs to complete 30 queries using our search engine
system, which contain 10 SERPs from each kind of condi-
tions. We adopted a Graeco-Latin square design and ran-
domized sequence order to ensure that each task condition
had the same opportunity to be shown to users. It is rea-
sonable to believe that searchers tend to be more satisfied
with ordered-pages and less satisfied with reversed-pages.
Therefore, we can determine whether a participant is reliable
based on his/her satisfaction annotation on these SERPs.

3.3 External Annotations
To compare the satisfaction annotations from actual users

and external assessors, we recruited three assessors to anno-
tate the satisfaction scores of the collected search sessions.
The assessors are different from the ones in the query-result
relevance annotation process and had worked in the com-
mercial search engine company for at least one year. They
can be regarded as professionals who have deep understand-
ing in search engine’s opinions of search satisfaction.

Figure 3: Distribution of Satisfaction Annotations
from Users and External Assessors

In the satisfaction annotation process, we follow the set-
tings in existing studies [16] and extract key information
from users’ search behavior logs. The assessors were shown
a list of behavior items of users including search dwell time,
mouse click action and click dwell time, mouse hover action
and hover time, and the action of cursor movement from
one search result to another. We used such detailed infor-
mation to help our assessors maximally restore the original
searchers’ search experience and make as reasonable anno-
tations as possible. The assessors were also asked to give a
5-point satisfaction score so that the satisfaction scores from
two resources would be comparable. The KAPPA coefficient
of assessors’ annotations is 0.41, which can be characterized
as a moderate agreement.

All the collected data is available for download through
the first author’s Web site1.

4. USERS V.S. EXTERNAL ASSESSORS
With the data collected in the experiment process, we

want to compare the satisfaction annotations from actual
users and external assessors. Figure 3 shows the distribution
of satisfaction scores from users and assessors.

From the figure we can see that both users and assessors
tend to give a high satisfaction score for the search tasks,
which shows that the commercial search engine generally
provides promising results for these non-long-tailed queries.
We can also see from the figure that assessors annotated
much more sessions with scores of 1 or 2 (26.3% v.s. 14.0%),
which indicates that assessors may be stricter than users and
tend to regard search session as DSAT ones.

To verify the reliability of satisfaction annotations from
users and assessors, we use the two kinds of pre-defined
SERPs (ordered-page and reversed-page) in the experiment
process. Figure 4 shows the distribution of the satisfac-
tion scores from two different resources on the pre-defined
SERPs.

Results in Figure 4(a) show that users tend to feel more
satisfied with ordered-pages and less satisfied with reversed-
pages, which is in line with our expectations. It indicates
that users’ satisfaction scores will be affected by the rele-
vance of search results but the impact is not as large as
we have imagined. Figure 4(b) shows a similar distribution
tendency in assessors’ annotations. We notice that the per-
centages of reversed-pages with scores of 4 or 5 in assessors’
annotations are much lower than those in users’ annotations.
This observation is consistent with our finding from Figure
3 that assessors may be stricter than users. It may also in-
dicate that assessors examine the results more carefully and

1http://www.thuir.cn/group/˜yqliu



(a) Users’ Annotations

(b) Assessors’ Annotations

Figure 4: Distribution of Satisfaction Scores on
Three Types of Manipulated SERPs

their annotations are more reliable because reverse-pages are
not supposed to provide satisfactory results.

Inspired by existing researches on the understanding of
search satisfactions [17, 28], we also analyze the different
roles of utilities and efforts in the satisfaction annotation
process. This cost-benefit framework may help us better
understand the differences in satisfaction annotations from
users and assessors.

As for search result utility, we choose to measure it with
session cumulated gain (sCG) and normalized discounted
cumulative gain (nDCG@N, N=3, 5, 10) [15] based on the
relevance annotations from professional assessors. Three dif-
ferent metrics were adopted to measure search effort, includ-
ing search dwell time, maximum clicked rank and number
of clicks. These effort-based metrics are widely adopted in
search satisfaction related studies [4, 8].

In Tables 1 and 2, we show the Pearson correlation coeffi-
cients between satisfaction annotations and the utility/efforts
metrics including sCG (U1), NDCG@3 (U2), NDCG@5 (U3),
NDCG@10 (U4), search duration (E1), maximum clicked
rank (E2) and number of clicks (E3). We can see that
all measurements of result utility have a positive correla-
tion with both user satisfaction and assessors’ annotations.
Meanwhile all measurements of user effort have a negative
correlation with those annotations. All correlations are sta-
tistically significant except that between assessors’ annota-
tion and sCG. We also find that NDCG@3, search dwell time
and number of clicks may have a comparatively large effect
on satisfaction judgement. Such correlation between these
metrics and satisfaction will be used for predicting satisfac-
tion in later sections.

From the statistics shown in Tables 1 and 2, we see an
interesting phenomenon that users and assessors may have
different criteria in the annotation of search satisfaction. We
can see that the correlations between users’ annotations and
utility-based metrics (U1-U4) are higher than those between

Table 1: Correlations between Satisfaction and Util-
ities (*indicates statistical significance at p<0.01)

sCG
(U1)

NDCG@3
(U2)

NDCG@5
(U3)

NDCG@10
(U4)

User 0.22* 0.24* 0.25* 0.27*
Assessors 0.03 0.22* 0.20* 0.14*

Table 2: Correlations between Satisfaction and Ef-
fort (All results are statistically significant, p < 0.01)

Session
duration (E1)

Maximum
clicked rank(E2)

Number of
clicks (E3)

User -0.14 -0.10 -0.15
Assessors -0.59 -0.35 -0.39

assessors and U1-U4. Meanwhile, the correlations between
assessors’ annotations and effort-based metrics (E1-E3) are
much higher. It means that users tend to pay more attention
to the utility of search results while assessors emphasize on
the effect of search effort. Such result is reasonable since
users may be satisfied as long as their search need is met in
not a very long time (The average search dwell time of all
users in our research is 37 seconds). Meanwhile, assessors
tend to require search engines to help users locate necessary
information within short time periods. They may not be
able to judge how much information is enough for search
users, but if the search task can be completed promptly,
they are usually sure that it is a successful session and user
should be satisfied.

We also expand the work in [28] to measure the consis-
tency of the satisfaction scores from users and assessors. We
calculate the correlation coefficient between the satisfaction
annotations from assessors and users. Inspired by the above
findings, we also divide users’ satisfaction scores by three
different measurements of effort since assessors tend to care
more about search effort. Results are shown in Table 3. We
can see that there is a fair agreement between the two re-
sources of satisfaction annotations, which is comparable with
the findings in [28]. However, if we divide users’ satisfaction
annotations by search efforts, we achieve a moderate agree-
ment, which further validates the assumption that assessors
pay more attention to search efforts.

These results show that utility and effort play a quite dif-
ferent role in users’ and assessors’ satisfaction judgement.
Original users pay more attention to search utilities and
external assessors care more about search effort. It indi-
cates that the annotations from professional assessors may
be more reliable (considering the results shown in Figure 4)
but not always consistent with users’ opinions. Although the
explicit feedback process during search sessions may inter-
rupt users and information collected may be noisy, we cannot
simply replace the annotations with professional assessors’
because they emphasize on different factors. It also means
that a better satisfaction feedback strategy which collects
users’ opinions implicitly (e.g. the one proposed in our work
which predicts satisfaction based on motifs) is necessary for
the evaluation of search performances.

5. MOTIF EXTRACTION AND SELECTION

5.1 Motif Candidate Extraction
The concept of motif is first introduced by Lagun et al.

[19] and defined as frequent subsequences in mouse cursor
movement data. They proposed to automatically extract



Table 3: Correlation between Satisfaction Annota-
tions from Users and External Assessors (All values
are statistically significant, p < 0.01)

User User\E1 User\E2 User\E3
Assessors 0.27 0.49 0.33 0.54

motifs from web search examination data and used it for
document relevance prediction and search result ranking.
Although the method can be adopted to all kinds of Web
pages, they focused on extracting motifs from landing pages
so that users implicit preference feedback could be inferred.
Different from their work, we try to extract motifs from
mouse cursor movement logs on SERPs because we believe
that whether users are satisfied can be predicted by their in-
teraction behaviors on SERPs. We first introduce the defini-
tion of motif in our work and explain the extraction process
from cursor movement data to motifs.

Definition: A motif is a frequently-appeared sequence of
mouse positions, which can be represented by T = {(xi, yi)}Ni=1,
where (xi, yi) is the coordinates of the cursor at time ti.

To extract motifs from cursor data, we first use a sliding
window to perform data pre-processing and generate candi-
dates from raw data. In the generation of motifs, we also
use DTW(Dynamic Time Warping)[26] for distance mea-
surement as in [19] but try both Euclidean and Manhattan
distances in calculation. Euclidean distance which is not se-
lected by [19] is also used in our method because we believe
that motif extraction on SERPs and ordinary Web pages are
different. The size and number of components on SERPs are
generally fixed and the direct distances between points are
mostly comparable across different search sessions.

During the process of clustering similar motifs, we adopted
a similar early abandonment and lower bounding strategy as
in [19] and a number of time series mining studies such as
[24]. The difference is that we just remove the candidate
motifs which have overlapping subsequences instead of us-
ing a range parameter R to distinguish good motifs from
candidates. By this means, we are able to get more candi-
date motifs and adopt specific strategies to select out motifs
with high quality for satisfaction predicting.

5.2 Motif Selection Strategies
A major difference between our motif extraction method

and the one in [19] is that we use a number of selection
strategies to find the most predictive motifs from candidates.
Different from the frequency-based strategy in [19] which
selects motifs with the most appearances in training set, we
make use of the data distribution information to locate the
motifs which can separate SAT sessions from DSAT ones.
We believe that frequently-appeared motifs may not always
be predictive ones because they may appear in both SAT
and DSAT sessions. Therefore, a better selection strategy
should use both frequency information and the differences
between different kinds of sessions.

We firstly define SAT DATA/DSAT DATA as the search
sessions which are labelled as satisfactory/unsatisfactory ones
annotated by users/assessors. M SAT and M DSAT are
then defined as the sets of motifs extracted from SAT DATA
and DSAT DATA. When we select proper motifs with high
predictive power from M SAT and M DSAT , they could
be adopted to generate features for each search session. If
we get a series of predictive motifs C1, C2, ..., CN , we can
obtain N distance features for a certain search session S:

Dist(C1, S), Dist(C2, S)...Dist(CN , S), which will then be
used as the N features in the prediction method.

One should note that although the motif selection strate-
gies adopted in our method is different from that in [19], the
efficiency of online satisfaction prediction process is similar
with the existing method if the same number (N) of mo-
tifs are selected. This is because in the prediction process,
both methods require the calculation of similarity between
predictive motifs and motifs from search sessions. The com-
putation complexity is therefore mostly unchanged if both
adopt the same number of motifs.

5.2.1 Distance-based Selection
This strategy is based on a Difference Hypothesis: pre-

dictive motifs in M SAT should be quite different from the
ones in M DSAT and vice versa. This hypothesis probably
holds because it is reasonable to assume that users have dif-
ferent mouse movement patterns when they are satisfied /
unsatisfied with the search results. The examples in Figure
1 also validates this assumption.

To select the motifs that are significantly different, we
use the average distance between motifs in different sets to
measure the difference. For example, for a motif candidate
C SATi in M SAT, we have:

Sdist(C SATi) =

∑
Cj∈M DSAT DTW (C SATi, Cj)

|M DSAT | (1)

DTW (C SATi, Cj) represents the DTW distance of two
candidate motifs, C SATi and Cj . Intuitively, this equation
represents the average DTW distance between C SATi and
all motifs in M DSAT . Similarly, for motifs in M DSAT ,
we have:

Sdist(C DSATi) =

∑
Cj∈M SAT DTW (C DSATi, Cj)

|M SAT |
(2)

With equations (1) and (2), we can select motifs with large
difference from the motifs in the other kind of sessions, which
have large chances to be predictive ones.

5.2.2 Distribution-based Selection
This strategy is based on a Covering Hypothesis: pre-

dictive motifs in M SAT/M DSAT should cover sufficient
sessions in SAT DATA/DSAT DATA. We introduce this
hypothesis because when a certain motif can only cover a
small number of sessions, it is not reasonable to select it
even if it is quite different from the motifs in the other set.
We want to focus on the general behavior patterns in satis-
fied/unsatisfied sessions. Therefore, it is necessary to use the
distribution information to filter possible noises and retain
the ones with large coverage.

We define the distance of a motif C and a session S first
to determine whether a motif covers a specific session.

Dist(C, S) = min{DTW (Ci, C)|Ci ∈ S} (3)

As shown in (3), we use a sliding window to capture several
motif candidates (Ci) from session S and calculate the dis-
tance between C and these motifs. The smallest distance is
defined as the distance between C and S. We then define
the coverage rate of a motif C on a dataset D:

CR(C,D) =
|{ |D|Dist(C,Si)∑

Si∈D Dist(C,Si)
< r|Si ∈ D}|

|D| (4)



(a) (b) (c)

(d) (e) (f)

Figure 5: Predictive motifs discovered from SAT DATA (a-c) and DSAT DATA (d-f)

In (4), r is the parameter to ensure we can select enough
motifs, which we set as 1

30
in our experiment. With the

concept of coverage rate, we can define the score for each
motif based on distribution difference as follows:

Sdistri(C SATi) =
CR(C SATi, SAT DATA)

CR(C SATi, DSAT DATA)
(5)

Sdistri(C DSATi) =
CR(C DSATi, DSAT DATA)

CR(C DSATi, SAT DATA)
(6)

Similar to the method in 5.2.1, we select motifs with high
scores since they tend to have a large distribution difference.

5.3 Example of Predictive Motifs
The distance-based and distribution-based strategies can

help discover predictive motifs from mouse movement data
and a few examples are shown in Figure 5. Figure 5(a), 5(b)
and 5(c) show 3 of the 10 most predictive motifs extracted
from SAT DATA while Figure 5(d), 5(e) and 5(f) show 3 of
the 10 most predictive motifs extracted from DSAT DATA.
The motifs are selected based on distribution-based strategy
while distance-based strategy produce similar results accord-
ing to our experiments. The movement directions are anno-
tated by arrows and the coordinate axis is in pixels.

We can see that the motif in Figure 5(a) shows a process
that user examines the top results carefully and then take
a quick look at the lower-ranked results and Figure 1(a)
can be regarded a practical example. Figure 5(b) probably
shows the process of re-visiting a previous checked result
while Figure 5(c) mainly indicates the behavior of using the
mouse as a reading aid or the action of moving mouse to
click. In contrast, the three motifs show in Figure 5(d), 5(e)
and 5(f) are similar and all reflect the process of moving the
mouse from bottom to the top after carefully examining a
result at a lower position. This is reasonable since we can
infer that a searcher may not be satisfied if he has to re-
examine a number of results after examining a lower-ranked
one. These motifs extracted automatically from mouse data
will play an important role in satisfaction predicting, as will
be discussed in the next section.

6. EXPERIMENTAL RESULTS

6.1 Experiment Setups
In this section, we demonstrate the value of our method

by predicting the satisfaction annotation results of users and
assessors. After the motif extraction and selection process
described in Section 5, the motifs from the data sets col-
lected in Section 3 are adopted as features in the prediction
process. There are two parameters in the motif extracting
algorithm we discussed in section 6.1, namely the length of
sliding window and the distance measurement method for
two basic points. Based on the result of quite a number of
experiments, we find that a sliding window of 3 seconds can
make the model perform best. We also found that the Eu-
clidean distance measurement can help the model achieve a
promising accuracy with just a small number of motifs. It is
extremely important considering the fact that the procedure
of extracting motifs may be time-consuming. Such findings
are different from that in [19], where a sliding window of 5
seconds and the Manhattan distance measurement is used.
This difference may come from the fact that we focus on
discovering motifs from SERPs while Lagun et al. mainly
try to discover motifs from landing pages. A time period
of 3 seconds may be enough for a mouse action on SERPs
because there are mainly ten blue links without many other
components. The Euclidean distance measurement may bet-
ter reflect the distance of two points in a two-dimensional
space on SERPs because the sizes of components on SERPs
are similar with each other.

We compare the performance of the proposed model in
predicting satisfaction scores from users and external asses-
sors. We exclude sessions with a satisfaction score of 3 since
we consider that users or assessors do not have a satisfaction
tendency in such sessions. Thus we use 951 search sessions
from users and 923 search sessions with assessors’ annota-
tions for satisfaction predicting, where sessions with a score
of 4 or 5 are regarded as SAT cases and those with a score
of 1 or 2 are regarded as DSAT ones.

The learning algorithm in the prediction process is logistic
regression, which is widely used in satisfaction prediction
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Figure 6: Prediction Performance with Different
Motif Selection Strategies

tasks [8]. All results are based on 5-fold cross-validation on
the data collections unless specified otherwise.

6.2 Comparison of Motif Selection Strategies
To compare the different strategies for selecting motifs, we

use the method used in [19] as a baseline, which selects mo-
tifs based on frequency in training set. Experimental results
on the prediction of both users’ and assessors’ annotations
are shown in Figures 6.

Results on both datasets shown in Figure 6 indicates that
the proposed selection strategies based on distance and dis-
tribution outperform the selecting strategy based on fre-
quency. The performance of the proposed prediction model
performs better as the number of motifs increases. Between
the two selecting methods we proposed in section 6.2, we
consider the one based on distribution better since it can
reach a high accuracy with comparatively a small number of
motifs on both two datasets. We want to predict satisfaction
with a small number of motifs so that the motif extraction
process can be efficient. Therefore, prediction models used
in the following sections all adopt the distribution-based se-
lection strategy.

Another important finding from Figure 6 is that our pre-
dict model can reach an accuracy of more than 0.85 on
assessors’ annotations while that on users’ satisfaction an-
notations is only around 0.60. This indicates that users’
self-annotations may be quite subjective and may be more
difficult to be predicted, which validates the necessity of in-
vestigating results based on these two different satisfaction
annotations as we did in Section 4.

6.3 Comparison of Quality Control Strategies
Considering the fact that different users may have differ-

ent opinions in satisfaction judgement, satisfaction annota-
tions collected from users may be subjective and sometime
even unreliable. To obtain reliable satisfaction annotations
from users, we introduce a number of quality control strate-
gies with the manipulated SERPs described in Section 3.3.
Specifically, we test the performance of our prediction model
on the following three different datasets:
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Figure 7: Comparison of Prediction Accuracies with
Different Quality Control Methods

The original dataset. This dataset is the one we use in
Figure 7(a), which includes all search sessions with satisfac-
tion scores of 1, 2, 4 or 5 from users.

The reliable dataset. We use the manipulated SERPs
as a information source for quality control and remove data
from unreliable users. For each participant, we define x1 to
represent the number of ordered-pages which he/she gave
a satisfaction score of 1 and y1 to represent the number
of reversed-pages which he gave a satisfaction score of 1.
Similarly, we get xi, yi(i = 2, 3, 4, 5). We can then use a
combination of xi, yi to calculate a score for each participant
to measure his/her reliability.

S(participant) = f(x1, x2...x5, y1, y2...y5) (7)

We think that users tend to be more satisfied with ordered-
pages and less satisfied with reversed-pages. If a searcher
gives high satisfaction scores for ordered-pages and low scores
for reverse pages, we consider him/her as a reliable source
of annotation information. Based on this assumption, we
define the reliability score as:

S(participant) = x5 + y1 + y2 − x1 − x2 − y5 (8)

It is reasonable to think that the lower the score is, the
participant tends to be less reliable. We remove annota-
tions coming from participants with the five lowest reliabil-
ity scores and the remaining 827 search sessions are regarded
as the reliable dataset.

The manipulated dataset. We define the sessions with
ordered-pages as satisfied cases and those with reversed-
pages as unsatisfied ones. It should be noticed that this
dataset is objective since it has nothing to do with users’
original satisfaction feedback. The only information we use
is the mouse movement information collected during users’
search process.

Performance of our predict model on these three datasets
are shown in Figure 8. We can see that the proposed model
performs best on the manipulated dataset and also gain
promising results on the reliable dataset. Prediction per-
formance on the original dataset is the worst because the
annotations from unreliable users are not removed and the
subjectivity of annotations are also expected. We also notice
that the accuracies on manipulated and reliable datasets are
still lower than that on the external assessors’ annotations
in Figure 6(b). It indicates that users’ annotations on search
satisfaction are rather subjective. Although we can reduce
possible noises with certain quality control strategies, it is
still difficult for prediction models to provide high-quality
predictions.

6.4 Predicting Utility and Effort
We try to estimate utility and effort with motifs in this

section since some metrics like NDCG@3, search dwell time



Table 4: NRMSE of Proposed Method for Predict-
ing Utility and Effort

Number of
Motifs

NDCG@3 Dwell time
Number of

Clicks
5 0.287 0.134 0.158
10 0.287 0.133 0.151
50 0.288 0.137 0.127
100 0.299 0.142 0.126
300 0.383 0.181 0.147
500 0.583 0.259 0.223

and number of clicks have a remarkable correlation with sat-
isfaction annotations according to Section 4. If we could
predict these factors in user sessions, it also helps us bet-
ter understand why users are satisfied or unsatisfied with
certain result lists.

We use Normalized Root Mean Square Error (NRMSE,
smaller value means better estimation) to evaluate the model
performance as in most regression-based methods. The ex-
perimental results are shown in Table 4.

From the results shown in Table 4 we see that motifs can
moderately estimate NDCG@3, session dwell time and num-
ber of clicks since the NRMSE value is considerably small.
We also notice that motifs can probably better estimate
search effort since the NRMSE value is much smaller for
session dwell time and number of clicks. Another important
finding is that we gain best performance when the number of
motifs used is around 50, which indicates that the estimation
model may overfit if too much motifs are incorporated.

6.5 Prediction across Users and Queries
According to Section 5, the motif selection strategy relies

on data distributions on training sets to locate the most pre-
dictive motifs. Therefore, it is important to investigate the
generalization power of the proposed predict model across
different users and queries. According to previous studies
on predicting examination sequence with mouse movement
information [11], different users may have rather different
mouse movement patterns and this may lead to poor gener-
alization power of proposed prediction models.

To verify the prediction performance of the proposed mod-
els while dealing with new users or queries, we adopted three
different training strategies. random sampling: the seg-
mentation of training and testing data in cross validation is
completely random. sampling by user: in the segmenta-
tion of training and testing data in cross validation, sessions
from a same user can only be grouped into either the train-
ing set or the testing set. sampling by query: in the seg-
mentation of training and testing data in cross validation,
sessions for a same query can only be grouped into either the
training set or the testing set. With the latter two strategies,
we can ensure that data from the same user/query cannot
be adopted for both training and testing.

We also implement a satisfaction prediction method pro-
posed in [8] (with both coarse-grained features such as num-
ber of clicks and fine-grained features such as scroll speed)
and adopted it as the baseline method. We choose the
method because it is also based on mouse behavior data (al-
though without motifs) and is one of the most closely related
studies. The baseline method and our proposed method are
both tested with the three different training strategies and
results are shown in Table 5.

Table 5: Comparison of Accuracy with the baseline
method in [8] across different users and queries(*
indicates statistical significance at p < 0.1 level)

Annotation &
Sampling strategy

Features
in [8]

Motif
Features

All
Features

User annotation &
random sample

0.570
0.580

(+1.75%)
0.598

(+4.91%)
User annotation &

sample by user
0.523

0.578
(+10.5%*)

0.552
(+5.54%*)

User annotation &
sample by query

0.602
0.631

(+4.82%)
0.638

(+5.98%)
Assessor annotation
& random sample

0.920
0.861

(-6.41%*)
0.922

(+0.217%)
Assessor annotation
& sample by user

0.921
0.859

(-6.73%)
0.930

(+0.977%)
Assessor annotation
& sample by query

0.924
0.886

(-4.11%*)
0.938

(+1.52%)

Results in Table 5 reveal a number of interesting find-
ings: 1) The prediction performance of the proposed method
with motif features doesn’t change much with different train-
ing strategies. It means that the method can be adopted
to deal with previously-unseen queries and users, which is
important for practical Web search applications. 2) Com-
pared with the “fine-grained” interaction features (e.g. scroll
speed, y-axis maximum coordinate, etc) proposed in [8], the
proposed motif-based method performs better in predicting
users’ annotations but worse in predicting assessors’ annota-
tions. When we investigate the differences between two sets
of features, we found that the features related with y-axis
maximum coordinates in [8] are quite predictive. It prob-
ably accords with our findings in Section 4 that assessors
emphasize on search effort in satisfaction annotations be-
cause the maximum coordinates in y-axis is a strong signal
for the efforts of users. As for the prediction of users’ an-
notations, the motif-based method studies better, especially
in predicting the opinions of unseen users (with a signifi-
cant improvement of 10.5%). This means that the proposed
method makes use of more details in users’ interaction pro-
cess and is probably more suitable for practical applications
(in which predicting previous-unseen users’ opinion is impor-
tant). 3) With all the features proposed in baseline method
and our proposed method, we gain best prediction perfor-
mance for both users’ and assessors’ annotations. It shows
that the motif features can be used to improve state-of-the-
art technologies and they can be extremely useful for the
satisfaction prediction of previous-unseen users.

7. CONCLUSIONS AND FUTURE WORK
Search satisfaction prediction is a non-trivial task in search

performance researches. The definition of satisfaction is sub-
jective, which makes the consistency of feedback from users
can’t be ensured. External assessors are employed to an-
notate the satisfaction scores but such annotations may be
different from those of users. In this work, we collect data
from both users and assessors to make a deep analysis. We
find that there is a moderate agreement between satisfaction
annotations from those two resources. Users pay more at-
tention to the utility of results while external assessors also
emphasize on the search effort.

We further propose a motif based learning framework to
predict result utility, search effort as well as satisfaction an-



notations for both users and assessors. We introduce spe-
cific methods for extracting high quality motifs directly from
SERPs and demonstrate that our proposed distance-based
and distribution-based strategies outperforms existing solu-
tions. The proposed method is shown to be more effective
than state-of-the-art satisfaction prediction methods in pre-
dicting previously-unseen users’ opinions, which makes it
applicable for practical Web search environment.

For future work, we would like to further improve the effi-
ciency of mining motifs and try to incorporate other features
into satisfaction predicting models. Besides, we also want
to research how motifs can be used in a heterogeneous Web
search environment and also other web search applications.
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