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Background

ARecommender Systems (RS)

ANowadays, recommender systems have

been deeply integrated into our daily life

AVideos, news, music, e-commerce, social
media, POI, online education, social

platforms, e
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ARecommender Systems \ l&

ATo predict the user6 sreference for an N

' e has nover used N\
item that he/sh and !

when he/she may need it.

Personalizefgroup recommendation

G. Adomavicius, ANnTowards the Next Generation of Recommender
Systems: A Survey of the State-of-the-Ar t and Possi bl e EX t ens i ons o,
IEEE Transactions on Knowledge and Data Engineering, 2005.
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ARating Prediction

AAiming to predict a user's rating for those &|2|2|3|2
items which were not rated yet by him/her. 8 T1714|%
APredictions are computed from users' explicit 3 £|5|¢|2
feedback, i.e. their ratings provided on some 8 31147

items in the past.
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AClick Prediction

AAiming to predict the likelihood that something &|1|?2|0|7
(e.g. an advertisement, a piece of news, a product) 3 IR X
will be clicked. & |7|0|%|1

APredictions are computed from users' implicit 3 0|1]0]|?

feedback, I.e. their click and purchase history

on some items in the past.
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ATop-N Recommendation

AAiming to identify a set of N items that will be of

Interest to a certain user .

Alt focuses on the relative preferences of the

user for the N items. .
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AUser-item Interaction
AExplicit feedback

AT h e u sexplicitfy svaluation to items

Ae.qg. rating, like/dislike, satisfied, i d o showi nde a g a iett.0 ,
Almplicit feedback

ADerivedfrommoni t ori ng and analyzing us:

AE.qg. click, view, buy, add to cart, delete,etc

ADoes not require any active user involvement

j‘ i_LJ_l

12 -
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Information IN
AContext
Multimodal and multi-source information, in general
ATextual e.g.Item categories,itemdescr i pti ons, user
ALinking e.g. Social relations betweenu s er s, &
AVisual eg.l tem pictures, &

ADemographical e.g. Gender, age, profession, é é
AEnvironment e.g. OS, platform, desktop/mobile, weather, location, é
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A Collaborative Filtering

A Recommended items that people with similar preferences in the past

A Content-based

A Recommended items similar to the ones the user preferred in the past
AHybrid
A Methods combine collaborative and content-based methods

A Session-based

A To predict the unknown part of a session or the future sessions based on modeling the
complex relations in session(s), given partially known session information

A Neural Models (for the above categories)

15




Methods (1): Collaborative Filtering \.4
I User-KNN l\
AK Nearest Neighbors(KNN)

AThe value of the unknown rating r,; for user u and item i is usually
computed as an aggregate of the ratings of some other (usually the N

most similar) users for the same item 1.
A Similarity between users

ZA sim(u, u’) X ol

—t D> (r, T, —T,) Pearson

u'ev sim(x, y) = e Coeffici

r, ;= : : — — Coefficient
YT Jsim(u, o) 0 R0
u'el Cosine
U denotes the set dfl users that are the most _ o 35 ; el Similarit
similar to useu and who have rated itern e T T R g Y
X8 V.S
ses ses,

[G.Adomaviciusand ATuzhilin ... Toward the next
generation of recommender systems: a survey of the state P
ofthel NIIi | yR LRaaAofS SEGSyaizyao ¢Y
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I Item-KNN

AThe method computes the prediction of an item i for a user u by
computing the sum of the ratings given by the user on the items
similar to 1 (usually the N most similar).

P o zall similar items, N(S?:,N X R’U,,N)
Ut —

)
Eall similar items, I\T(|'S?‘='I\"r |)

Correlationbased Similarity

> wev(Ru,i — Ri)(Ru,; — Rj)

Cosine Similarity

o - 1] sim(i, j) = —
Stm(?’ﬂ j) — COS({L: J) — ||;.r*|| " ||T!‘| \/Euel (-Ru i f% \/ZHEU(RR«.}' - RJ‘)Z
2 * 117112 Adjusted Cosine Similarity
SarwarB, KarypisG,KonstanJ, et al. Iterrbased o > wer(Rui — Ru)(Ru,j — Ru)
Collaborative Filtering Recommendation Algorithms[C], sim(i, j) =

17 _ N | -
International Conference on World Wide Web. 2001. \/ZueU(Rw - Rﬂ)z\/ZueU(RﬂaJ - Ru)2



I SVD I \

AMatrix Factorization

A Singular Value Decomposition (SVD)

Basic Modél r, =4q'p,

Ge @eo Qe §o
WINIVI N
= | U1 | NN
BN e W
NI N | V|~V

Adding Biases 7, = u+ b,+b,+qp,

Adding Temporal 7, ® = n + b® + b, + g p,©

[KorenY, Bell RyolinskyC. Matrix factorization

techniques for recommender systems. Computer, 2009] e
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I\

I BPR Wt
ABayesian Personalized Ranking (BPR)

k u1 i>u1l
Pui =G Pu= ) _PufGif T 1
f=1 LI-1 12 £
7}\1, . — ?}’\'f ¢ —_ rf‘ . i1 i2 is i4 / J,S -2 - | =
“rJj e t ul2l+l+]2]] o[ 2]+ + l
_ _ _ Ul g |22+ «—item —
BPRMPRries toclassify the difference of the  u[+[+[2]2|2 =i )
two predictions AR 'EREN
( . o= .. . I1 |2 I3 |4
(gif —aif) if 0=puy —tem— N[ TALTe)
g,,q:< Duf ’Lf quzf }2? +?§
00" ~puj U 0=y laanEl
\ 0 else

[RendleS, et al. BPR: Bayesian personalized ranking from implicit .
feedback UAI 2009.]
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A Content-based

A Recommended items similar to the ones the user preferred in the past

20
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Content Similarity I \

AScore Function
s(u, 1) = score(Profile(u), Attributes(z))

AE.G. £ When recommending web pages, URLs, documentsZ

S ff
wy, - W Wy Wi 1

w XA |
H ””} ” r“ \/Zf- lu'nll'.\/z& lu'

Wy andW; are FBOF vectors

f
TF =—"1u N _
9 max, /. IDF, =1log w, , =TF, xIDF,

s(u,1) = cos(uy,,w;) =

i
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Motivation:

First-order: Linear Regression Second-order: pair-wise interactions between non-zero features

A A
[ | w 0 brings too

— wy + Z Wi T -+ D g op much parameters: / (¢ )8
y( 0 v Y YI w'xz J Some pairs rarely occub:
» hard to train.

lnputw ([ O 2 {0 O0OfO0O]1((O0]0(03]0(02]1|01]04] 0|01

\oo w 8 I 8 W 8 I 8 w 8 A 8 W W
| | | |
User ID ltem ID User Features [tem Features
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- o [TTTTTTTTo — Replaca) by dot product of
~ Y e two vectors U and U with
— .. | . . lyp ..
§lz) = wo + Z Wii 7+ j S VY 2 T dimension Q / (Q 9

Vectorv

A A

lnputw ([ O 2 {0 O0OfO0O]1((O0]0(03]0(02]1|01]04] 0|01

W W 8 I 3 W 8 I 8 w 38 I 8 W cb’
| | | |
User ID ltem ID User Features [tem Features
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AHybrid

A Methods combine collaborative and content-based methods

25
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i = 4 by + by + (qu +va) (pi + i)

L is preference distribution of user
u and "Qis the recommendability
distribution of item i. They are both
extracted from reviews.

[Tan Y, Zhang M, Liu Y, et al. Rabogsted latent
topics: Understanding users and items with ratings an
reviews.L W/ | LQH A MC 6

* PN ILIF =Ty
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Experimental Results

sound device battery  surface = camera
headset music battery case camera
ear bluetooth  charge clip phone
headphone device price belt screen
sound treo new screen nokia
volume ipod cable cover picture
comf. keyboard cell nice feature
easy software days leather cell
noise player original ~ color  reception
motorola cable item plastic  motorola
unit palm service price easy

Table 3: Top ten words of each topic discovered by RBLT
from Cell Phones & Accessories. Each column is correspond-
ing to a topic attached with an “interpretation” label.
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