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Background

ÅRecommender Systems (RS)

ÅNowadays, recommender systems have 

been deeply integrated into our daily life

ÅVideos, news, music, e-commerce, social 

media, POI, online education, social

platforms, é 
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Background

ÅRecommender Systems

ÅTo predict the userôs preference for an 

item that he/she has never used and

when he/she may need it.

G. Adomavicius, ñTowards the Next Generation of Recommender 

Systems: A Survey of the State-of-the-Art and Possible Extensionsò, 

IEEE Transactions on Knowledge and Data Engineering, 2005.

Personalized/group recommendation
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Tasks (1)

ÅRating Prediction

ÅAiming to predict a user's rating for those 

items which were not rated yet by him/her.

ÅPredictions are computed from users' explicit 

feedback, i.e. their ratings provided on some 

items in the past.
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Tasks (2)

ÅClick Prediction

ÅAiming to predict the likelihood that something 

(e.g. an advertisement, a piece of news, a product) 

will be clicked. 

ÅPredictions are computed from users' implicit 

feedback, i.e. their click and purchase history 

on some items in the past.
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Tasks (3)

ÅTop-N Recommendation

ÅAiming to identify a set of N items that will be of 

interest to a certain user . 

ÅIt focuses on the relative preferences of the 

user for the N items.
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Information in RS

ÅUser-item Interaction

ÅExplicit feedback

ÅThe userôs explicitly evaluation to items

Åe.g. rating, like/dislike, satisfied, ñdonôtôshow me againò,etc.

ÅImplicit feedback

ÅDerived from monitoring and analyzing userôs activities

ÅE.g. click, view, buy, add to cart, delete,etc

ÅDoes not require any active user involvement



13

Information

ÅContext

Multimodal and multi-source information, in general

ÅTextual e.g. Item categories, item descriptions, user reviews, é

ÅLinking e.g. Social relations between users, é

ÅVisual e.g. Item pictures, é

ÅDemographical e.g. Gender, age, profession, éé

ÅEnvironment e.g. OS, platform, desktop/mobile, weather, location, é
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Methods

ÅCollaborative Filtering

ÅRecommended items that people with similar preferences in the past

ÅContent-based

ÅRecommended items similar to the ones the user preferred in the past

ÅHybrid

ÅMethods combine collaborative and content-based methods

ÅSession-based

ÅTo predict the unknown part of a session or the future sessions based on modeling the 

complex relations in session(s), given partially known session information

ÅNeural Models (for the above categories)
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Methods (1): Collaborative Filtering

ïUser-KNN

ÅK Nearest Neighbors(KNN)

ÅThe value of the unknown rating ru,i for user u and item i is usually 

computed as an aggregate of the ratings of some other (usually the N

most similar) users for the same item i.

U denotes the set of N users that are the most 
similar to user u and who have rated item i

[G. Adomavicius, and A.Tuzhilin, ... Toward the next 
generation of recommender systems: a survey of the state-
of-the-ŀǊǘ ŀƴŘ ǇƻǎǎƛōƭŜ ŜȄǘŜƴǎƛƻƴǎΦ ¢Y59Ωнллрϐ

ÅSimilarity between users

Pearson 
Coefficient

Cosine 
Similarity
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Methods (1): Collaborative Filtering

ïItem-KNN

ÅThe method computes the prediction of an item i for a user u by 

computing the sum of the ratings given by the user on the items 

similar to i (usually the N most similar). 

SarwarB, KarypisG, KonstanJ, et al. Item-based 
Collaborative Filtering Recommendation Algorithms[C],  
International Conference on World Wide Web. 2001.

Cosine Similarity

Adjusted Cosine Similarity

Correlation-based Similarity
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Methods (1): Collaborative Filtering

ïSVD

ÅMatrix Factorization

ÅSingular Value Decomposition (SVD)

Basic Model̔

Adding Biases̔

Adding Temporal̔

[KorenY, Bell R, VolinskyC. Matrix factorization 
techniques for recommender systems. Computer, 2009]
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Methods (1): Collaborative Filtering

ïBPR

ÅBayesian Personalized Ranking (BPR)

BPRMFtries to classify the difference of the 
two predictions

[RendleS, et al. BPR: Bayesian personalized ranking from implicit 
feedback.UAI 2009.]
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and       are TF-IDF vectors  
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ÅScore Function

ÅE.G. εWhen recommending web pages, URLs, documentsζ

Content-based (1) : 

Content Similarity
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Content based (2): 
Factorization Machine

First-order: Linear Regression Second-order: pair-wise interactions between non-zero features

ὡ ύ brings too 

much parameters: /ὲ Ȣ
Some pairs rarely occur: ύ

hard to train.
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Content based (2): 
Factorization Machine
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Vector ὺ Vector ὺ

Replace ύ by dot product of 

two vectors ὺand ὺwith 

dimension Ὠ. /Ὠὲ
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Hybrid (1):

Incorporating User Reviews

[Tan Y, Zhang M, Liu Y, et al. Rating-boosted latent 
topics: Understanding users and items with ratings and 
reviews.LW/!LΩнлмсϐ

ÅMain idea: introducing user reviews into recommendation

ὺ is preference distribution of user

u and Ὢis the recommendability

distribution of item i. They are both

extracted from reviews.
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Experimental Results


