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ABSTRACT
Although BERT has shown its effectiveness in a number of IR-
related tasks, especially document ranking, the understanding of its
internal mechanism remains insufficient. To increase the explain-
ability of the ranking process performed by BERT, we investigate
a state-of-the-art BERT-based ranking model with focus on its at-
tention mechanism and interaction behavior. Firstly, we look into
the evolving of the attention distribution. It shows that in each
step, BERT dumps redundant attention weights on tokens with
high document frequency (such as periods). This may lead to a po-
tential threat to the model robustness and should be considered in
future studies. Secondly, we study how BERT models interactions
between query and document and find that BERT aggregates doc-
ument information to query token representations through their
interactions, but extracts query-independent representations for
document tokens. It indicates that it is possible to transform BERT
into a more efficient representation-focused model. These findings
help us better understand the ranking process by BERT and may
inspire future improvement.
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1 INTRODUCTION
In recent years, neural models have been widely used in the field of
information retrieval. As a widely-adopted neural language model,
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BERT [4] is also used in the document ranking task. After being
pretrained on large corpus and finetuned on supervised data, BERT
can achieve promising results in ranking tasks (e.g. [3, 10]). On the
MS MARCO [9] Passage Ranking leaderboard, BERT is adopted by
most top performers.

Since Jain et al. [7] argued that attention largely do not provide
meaningful "explanations", researches [2, 5, 8, 11] have been trying
to analyze BERT, which is based solely on attention mechanisms.

However, the explanation of BERT in the ranking task has not
been fully studied. First, several studies [2, 8] observed a surpris-
ingly large amount of attention focusing on "[CLS]", "[SEP]" and
periods, which is not fully understood. Second, Qiao et al. [11]
designed a representation-focused [6] BERT ranker. Because of its
poor performance, they suggested that BERT shouldn’t be used
as a representation model. However, we believe this baseline is
too simple, so whether and how BERT can learn good representa-
tions for queries and documents is not thoroughly investigated. To
summarize, we want to address the following research questions:
• RQ1: How does BERT distribute attention to special tokens and
periods in document ranking?

• RQ2: How does BERT represent queries and documents and
model the interactions between them?
To address these research questions, we adopt three analysis

methods. First, an attribution technique [12] is used to study the
token importance in different layers. Second, several probing clas-
sifiers [1] are trained to study the relevance signal carried by the
token representations. Third, we compare the performance of BERT
when its attention matrix is masked in different ways to investigate
the importance of interactions. Our contributions are as follows:
• We show that BERT dumps redundant attention weights on
"[CLS]", "[SEP]" and periods due to their high document fre-
quency, which is a potential threat to the model robustness.

• Wedemonstrate that BERT extracts representations for query and
document in the beginning. Then it captures interaction signals
to learn context-specific representations. In the last few layers,
BERT relies heavily on the interactions to predict relevance.

• We show that the extracted representations for document to-
kens are largely query-independent. It reveals the possibility to
transform BERT to a representation-focused model.

2 RELATEDWORK
2.1 Ranking with BERT
BERT uses standard Transformer [13] architecture. Several studies
(e.g. [3, 10]) investigated how to utilize BERT in ranking. A common
approach is to construct themodel input by concatenating the query
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and document text. One "[CLS]" token is added to the beginning
and two "[SEP]" tokens are added to mark the ends of query and
document text. The output embedding of the "[CLS]" token is used
as a representation of the query-document pair and is fed into a
multi-layer perception (MLP) to predict the relevance. We refer
readers to [4, 10, 13] for more details.

2.2 Analysis of BERT
Explainability of neural models has drawn much attention from
researchers. Many methods have been proposed. Here we highlight
relevant studies that try to explain how BERT works.

Clark et al. [2] found that BERT’s certain attention heads corre-
spond well to linguistic notions of syntax and coreference. Etha-
yarajh et al. [5] found that deeper layers produce more context-
specific representations. Qiao et al. [11] showed that BERT is a
strong interaction-focused seq2seq matching model.

The differences between our work and the previous studies are
as follows. First, Clark et al. [2] argued that the attention to "[SEP]"
token is a sort of "no-op". We generalize such conclusion to "[CLS]"
and periods, and attribute it to their high document frequency.
Moreover, we demonstrate such behavior may hurt the model ro-
bustness. Second, we find that the representations of document
tokens are largely query-independent, which shows great promise
to improve BERT’s efficiency. This finding is, to some degree, dif-
ferent from what Qiao et al. [11] implied. Besides, we investigate
interaction behavior in different layers, which, to the best of our
knowledge, has not been studied before.

3 METHODS
We describe our experimental setup in Section 3.1 and surface atten-
tion pattern in Section 3.2. Then we elaborate the analysis methods
and results in Section 3.3, 3.4, and 3.5. This paper uses "from A to
B" or "A → B" to refer to the attention score that weights A repre-
sentation for B’s context vector. When it comes to the whole model,
"model’s attention towards A" refers to "the average attention score
from A to any token".

3.1 Experiment Setup
3.1.1 Dataset. Our experiments are conducted on MS MARCO [9]
Passage Ranking task, which is to rank the passages according to
their relevance to a given query. It includes 8.8 million passages, 0.5
million training queries, and about 6800 queries for validation and
evaluation, respectively. A standard BM25 model is run to produce
1000 candidate passages for each query. In order to maintain con-
sistent terminology throughout this paper, we refer to these basic
units of retrieval as "documents".

3.1.2 Model. Nogueira et al. [10] proposed a BERT-based ranking
model and advanced state of the art result by 27% (relative) in
MRR@10 on MS MARCO Passage Ranking task. We adopt their
finetuned BERT-Base model.

3.1.3 Minor modifications. Several minor modifications are made
to reduce the inference cost of BERT. We run BM25 [14] to select
top 100 candidate documents per query and the recall of the candi-
dates drops from 81.5% to 67.1%. We limit the input to 256 tokens
instead of 512, resulting 3‱ of the documents truncated during
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Figure 1: Average attention distribution in different layers.

evaluation. Despite the large drop in recall of the candidates, our
final performance on validation set is 0.334 in MRR@10, which
is still comparable to 0.347 reported by Nogueira et al. [10]. We
believe such a difference in overall performance won’t affect our
investigation on the behavior of the BERT-based ranking model.

3.2 Attention Patterns
Following Clark et al. [2], we calculate the average attention score
from "[CLS]", "[SEP]", or periods to any token. Considering that
the sum of attention scores is 1, they consume a major proportion
of attention. We also investigate the average attention distribution
of query and document token. The results are shown in Figure 1.
Each point corresponds to a particular attention head.

3.3 Attribution
Attribution method aims to provide interpretation for the model
prediction by attributing it to model’s input features, e.g., words
in a text classification task or pixels in an object recognition task.
The attribution score indicates the contribution of each feature. We
employ an attribution technique called Integrated Gradients [12].

Formally, 𝐹 : R𝑛×𝑑𝑖𝑚 → [0, 1] is a function representing BERT-
based ranking models, which takes input of 𝑥 = (𝑥1, ..., 𝑥𝑛) ∈
R𝑛×𝑑𝑖𝑚 and outputs a relevance prediction. 𝑥𝑖 is the embedding vec-
tor of tokeni. An attribution of the relevance prediction to input 𝑥
relative to a baseline input𝑥 ′ is a vector𝐴𝑡𝑡𝑟𝐹 (𝑥, 𝑥 ′) = (𝑎1, ..., 𝑎𝑛) ∈
R𝑛 where 𝑎𝑖 is the contribution of 𝑥𝑖 to the prediction 𝐹 (𝑥) and∑𝑛
𝑖=1 𝑎𝑖 = 𝐹 (𝑥) − 𝐹 (𝑥 ′).
Token representations are more context-specific in deeper layers,

according to Ethayarajh et al. [5]. Thus, the contribution of tokens
may vary as the layer gets deeper. We calculate attribution scores
on different layers as follows. First, we run network 𝐹 at the input
𝑥 and baseline input 𝑥 ′ to acquire the output token representations
𝑦𝑖 and 𝑦′𝑖 of the target 𝑖

𝑡ℎ layer. Then, we think of what’s behind
this layer as a new model 𝑓𝑖 and calculate 𝐴𝑡𝑡𝑟 𝑓𝑖 (𝑦𝑖 , 𝑦𝑖 ′). We define
𝐴𝑡𝑡𝑟 𝑓0 (𝑦0, 𝑦0 ′) ≔ 𝐴𝑡𝑡𝑟𝐹 (𝑥, 𝑥 ′).

Attributions are defined relative to an uninformative input called
the baseline, which, in our experiments, are empty query baseline
and empty document baseline. They are implemented by replac-
ing query/document with padding tokens. Take empty document
baseline for instance. We can evaluate how much document infor-
mation is aggregated to query’s representations by examining the
attribution of query in different layers. We refer readers to [12] for
detailed interpretation.

We perform the experiment on the relevant query-document
pairs in the validation set, which should also be classified correctly
by BERT (𝑃 (𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡) > 0.5). The results are shown in Figure 2.
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Figure 2: Attribution on different layers
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Figure 3: Ranking Performance for different layer’s output
vector representations of different kinds of tokens.

3.4 Probing
Probing classifiers [1] are often used to investigate the internal
vector representations of a model. They are simple neural networks
that take the vector representations as input and are trained to do
a supervised task. If a probing classifier achieves high accuracy, it
suggests that the input representations contain much information
for the task.

We implement our probing classifiers as simple multi-layer per-
ception (MLP) networks and train them to do the same ranking task.
We probe vector representations of special tokens, query tokens,
and different kinds of tokens sampled from documents. Because the
last layer is only trained to acquire a representation of the query-
document pair, we only show the result of "[CLS]" token for the
last layer. The embedding module is regarded as the 0𝑡ℎ layer. The
ranking performance on validation set is shown in Figure 3.

3.5 Mask
BERT utilizes attentionmechanism tomodel the interactions among
tokens, as shown in equation 1 [13].

Attention(𝑄,𝐾,𝑉 ) = softmax(𝑄𝐾𝑇 /
√
𝑑𝑘 )𝑉 (1)

If some interactions are unimportant, masking corresponding
attentions won’t influence ranking performance much. Each mask
experiment will generate a mask matrix𝑀 ∈ {0, 1}𝑛×𝑛 .𝑀𝑖, 𝑗 corre-
sponds to the attention from tokenj to tokeni and is 1 if the attention
is to be masked, otherwise 0. We also design two mask methods as
follows.

Token Mask. As shown in equation 2, the masked attention
values are diverted to others by softmax. We use this method to
mask tokens entirely, so it is called Token Mask.

Table 1: Results of the Period Mask Experiment.

Method Comma Token Mask Attention Mask Original
MRR@10 0.299 (-10%) 0.308 (-8%) 0.328 (-2%) 0.334
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Figure 4: Ranking performance of Query-Doc Interaction
Mask Experiment.

Attention(𝑄,𝐾,𝑉 ) = softmax((𝑄𝐾𝑇 − INF ·𝑀)/
√
𝑑𝑘 )𝑉 (2)

Attention Mask. As shown in equation 3, the values for the
masked attentions are set to zero outside softmax function. So the
sum of attention scores is less than 1 for the influenced tokens. The
unmasked attentions are not directly affected. In this way, BERT
can dump redundant attention weights on the target tokens but
ignores information from them.

Attention(𝑄,𝐾,𝑉 ) = (1 −𝑀) · softmax(𝑄𝐾𝑇 /
√
𝑑𝑘 )𝑉 (3)

3.5.1 Adversary Period Mask. We follow an adversary attack style
by only processing the relevant query-document pairs. The mask
matrix 𝑀 is generated by masking attention from periods to any
token. Apart from adopting above two mask methods, namely To-
ken Mask and Attention Mask, we also conduct an experiment by
replacing periods with commas. The results are shown in Table 1.

3.5.2 Query-Doc Interaction Mask. This experiment studies the
importance of the interactions between query and document. The
performance loss is an indicator of how important the removed
interactions are.

The mask matrix𝑀 is generated by masking the attention from
query to document, from document to query, or both directions.
Correspondingly, attentions from special tokens are also masked
in case query and document interact via these tokens. We adopt
Attention Mask method to avoid performance loss due to redundant
attention issue (Section 4.1.2). We do mask only in the first 𝑖 layers.
When 𝑖 == 0, we report the original performance. The results on
validation set are shown in Figure 4.

4 DISCUSSION
4.1 Attention to special tokens and periods
As Figure 1 shows, BERT distributes a significant amount of atten-
tion to special tokens ("[CLS]", "[SEP]") and periods. In this Section,
we analyze this behavior to address RQ1.

4.1.1 Why this happens? Clark et al. [2] showed attention to "[SEP]"
is a sort of "no-op" through qualitative analysis and gradient-based
measures of feature importance. This observation may generalize



to "[CLS]" and periods. We speculate that the attention towards
"[CLS]", "[SEP]", and periods is model’s redundant attention.

This speculation is supported by the Attribution experiment
(Figure 2) and Probing experiment (Figure 3), where we find that
the attention score is negatively correlated with the attribution
score and probing performance. For instance, attention to periods is
highest in the 11𝑡ℎ layer, compared to the locally minimal ranking
performance of period representations output from 10𝑡ℎ layer. After
more relevance signal is aggregated to periods in the next layer,
the attention to periods drops. Attribution experiment shows the
same trend. These results indicate that although "[CLS]", "[SEP]",
and periods attract a large proportion of attention, they carry little
relevance information.

4.1.2 What’s the risk? We find BERT is not robust to some small
changes with little effect on the semantics of input, which is caused
by dumping redundant attention weights to a non-special token,
period. We consider periods having two responsibilities, namely
absorbing redundant attention and providing syntax information
for the input. In the Adversary Period Mask experiment, Attention
Mask keeps the former, replacing periods with commas keeps the
latter, and Token Mask keeps neither. As shown in Table 1, result of
Attention Mask setting significantly outperforms the others, indi-
cating that the responsibility to store model’s redundant attention is
vital for BERT. It is reasonable to believe that BERT puts significant
responsibility on these tokens because they can appear consistently
in almost any input (high document frequency).

4.2 Representation and Interaction behavior
IR community [6] divides neural ranking models into two cate-
gories, namely representation-focused architecture and interaction-
focused architecture. BERT adopts a hybrid way to enjoy the ad-
vantages of both by learning representations with attention across
the query and document tokens. According to Qiao et al. [11],
BERT is an interaction-focused model. However, we, to some ex-
tent, disagree with this conclusion and further investigate RQ2 in
the following perspectives.

4.2.1 Different behavior in different layers. We show the perfor-
mance of BERT when interactions are removed layer by layer in
Figure 4. We observe slight performance improvement in the previ-
ous layers. In the middle layers, the performance declines slowly.
It drops rapidly in the last few layers. Similar trend can also be
observed in the Attribution experiment, as shown in Figure 2. We
believe in the beginning interactions are not important because
BERT extracts representations for query and document, respectively.
Then it captures interaction signals to learn more context-specific
representations. In the last few layers, BERT relies heavily on the
interactions between the high-level representations of query and
document to predict their relevance.

4.2.2 How does BERT extract relevance signal? We believe that
BERT predicts relevance via modeling interactions from document
to query for the following reasons. In Figure 2, relative to the empty
document baseline, query’s attribution rises rapidly, which means
that much document information is aggregated to the query token
representations. According to the Probing experiment (Figure 3),
query token representations contain strong relevance signal, even

stronger than "[CLS]" token’s representations. In the Mask experi-
ment (Figure 4), removing the interactions from document to query
results in significant performance loss.

4.2.3 Improving efficiency. The attention from query tokens to doc-
ument tokens is little according to Figure 1, and removing it causes
slight performance loss, as Figure 4 shows. It demonstrates that
BERT extracts query-independent representations for document.
Thus, the representations of document tokens can be pre-calculated
offline to improve efficiency.

5 CONCLUSION
We investigate a BERT-based ranking model. We find that BERT
dumps redundant attention weights on "[CLS]", "[SEP]" and peri-
ods due to their high document frequency. We show how BERT
predicts relevance via modeling interactions between queries and
documents. According to our findings, researchers should be care-
ful with tokens with high document frequency, which may be as-
signed undeserved responsibilities. We also highlight the possibility
of transforming BERT to a more efficient representation-focused
model.
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