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Abstract. Legal case retrieval is a specialized IR task aiming to retrieve
supporting cases given a query case. Existing work has shown that the
conversational search paradigm can improve users’ search experience in
legal case retrieval with humans as intermediary agents. To move further
towards a practical system, it is essential to decide what action a com-
puter agent should take in conversational legal case retrieval. Existing
works try to finish this task through Transformer-based models based on
semantic information in open-domain scenarios. However, these methods
ignore search behavioral information, which is one of the most important
signals for understanding the information-seeking process and improv-
ing legal case retrieval systems. Therefore, we investigate the conversa-
tional agent action in legal case retrieval from the behavioral perspec-
tive. Specifically, we conducted a lab-based user study to collect user
and agent search behavior while using agent-mediated conversational
legal case retrieval systems. Based on the collected data, we analyze the
relationship between historical search interaction behaviors and current
agent actions in conversational legal case retrieval. We find that, with
the increase of agent-user interaction behavioral indicators, agents are
increasingly inclined to return results rather than clarify users’ intent,
but the probability of collecting candidates does not change significantly.
With the increase of the interactions between the agent and the system,
agents are more inclined to collect candidates than clarify users’ intent
and are more inclined to return results than collect candidates. We also
show that the agent action prediction performance can be improved with
both semantic and behavioral features. We believe that this work can
contribute to a better understanding of agent action and useful guidance
for developing practical systems for conversational legal case retrieval.
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2 B. Liu et al.

Fig. 1. An example of the three kinds of agent actions in conversational legal case
retrieval.

1 Introduction

In recent years, legal case retrieval has attracted much attention in the IR
research community. It aims to retrieve supporting cases for a given query case
and contributes to better legal systems. Existing works show that an automatic
system not only performs the legal case retrieval tasks with higher performance
than lawyers, but also performs more efficiently [15]. Under traditional legal case
retrieval systems, users need to issue queries to express their complex informa-
tion needs [6,14], which requires sufficient domain knowledge [12,19,23]. Liu et
al. [8,9] show that conversational search paradigm, where human experts play
the role of intermediary conversational agents, can be adopted to improve users’
legal case retrieval experience in terms of query formulation, result examination,
and users’ satisfaction and search success.

The conversational agent action prediction task aims to decide what action
the agents will take based on the context of the conversation and helps provide
useful and meaningful responses in conversational search systems [2]. As shown in
Fig. 1, there are three kinds of conversational agent actions in legal case retrieval:

– Intent Understanding (IU): The agents ask clarifying questions to under-
stand users’ search intent better.
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Investigating Conversational Agent Action in Legal Case Retrieval 3

– Candidate Collecting (CC): The agents submit queries to a legal case
ad-hoc search system and collect candidate cases.

– Result Returning (RR): The agents select relevant cases from candidates
and return them to users as results.

It is essential to understand human conversational agent action and decide
what action to take automatically before we move further towards a practical
conversational search system (that is, to use an automated agent instead of a
human expert) for legal case retrieval. Existing works try to solve the conversa-
tional agent action prediction problem through Transformer-based models [5,10]
which exploit semantic information in open-domain scenarios [22]. However,
behavioral information, which is one of the most important signals for under-
standing the information-seeking process [3] and providing implicit feedback for
legal case retrieval system [19], has not been incorporated into conversational
agent action prediction in legal case retrieval.

This paper investigates the conversational agent action in legal case retrieval
from the behavioral perspective. Different from traditional search systems, con-
versational search systems contain two kinds of behavioral information (i.e., user
and agent behaviors). Specifically, we analyze the relationship between the his-
torical interaction behaviors and the current agent actions in legal case retrieval
from two aspects: agent-user interactions and agent-system interactions. Fur-
thermore, we try to utilize behavioral features to predict which action the agent
would like to take. Our research questions are as follows:

– RQ1: What is the relationship between the historical behaviors and the cur-
rent agent actions in legal case retrieval?

– RQ2: Can we improve the conversational agent action prediction performance
with behavioral features involved in legal case retrieval?

To shed light on these research questions, we conducted a lab-based user
study with 106 tasks to collect user and agent search behavior using agent-
mediated conversational legal case retrieval systems. It’s worth noting that no
available conversational legal case retrieval system exists currently. Therefore,
we recruit legal experts as intermediary agents to complete the procedure in
a wizard-of-oz fashion. To answer RQ1, we compare the differences in user and
agent historical behaviors w.r.t. different conversational agents’ actions. Further-
more, we define the conversational agent action prediction as a classification task
and demonstrate the effectiveness of features extracted from the user and agent
behaviors for RQ2.

2 Related Work

Legal case retrieval is a specialized IR task that differs from general web search
in various aspects, such as the needs for data authority [1] and the definition
of relevance [6,7,11,18]. Behavior information plays an important role in legal
case retrieval. [19] investigated user behavior in legal case retrieval. They found
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that users of legal case retrieval devote more search effort and appear to be more
patient and cautious. They further applied the behavioral features to relevance
prediction. [8] have shown that conversational search paradigm can be adopted
to improve users’ legal case retrieval experience in terms of query formulation,
result examination, and users’ satisfaction and search success. They revealed
that it is necessary to develop conversational legal case retrieval systems.

And agent action prediction is important for develop practical conversational
systems. [16] proposed a hierarchical deep reinforcement learning approach to
learning the dialogue policy at different temporal scales. [21] presented an agent
that efficiently learns dialogue policy from demonstrations through policy shap-
ing and reward shaping. [22] proposed a Transformer-based model to predict
agent action in conversational search systems in open-domain scenarios.

Compared to these studies, our work focuses on the behavioral perspective
of the conversational agent action in legal case retrieval.

3 User Study

To investigate the relationship between the historical behaviors and the current
agent actions in conversational legal case retrieval, we conducted a lab-based
user study with 106 tasks. We show the details in this section.

3.1 Conversational Legal Case Retrieval

It’s worth noting that no available conversational legal case retrieval system
exists currently. We add an intermediary agent to complete the procedure in a
wizard-of-oz fashion. The agent needs to understand users’ intents via conver-
sations, construct queries and pick cases from SERPs for the user. Specifically,
the procedure contains the following steps:

1. The user submits a legal issue question to the agent in natural language.
2. The agent asks clarifying questions until the background information of the

search issue is sufficient.
3. The agent submits queries to the legal case retrieval system. She then selects

cases from the SERPs and responds to the user with the selected ones.

In particular, the conversational legal case retrieval procedure contains rich
logs of behavioral information. On the one hand, it contains agents’ interactions
with users, such as search questions, clarifying questions, and the cases returned
by the agent. On the other hand, it includes agents’ interactions with the system,
such as queries and clicks. Therefore, we extracted ten behavioral features from
two aspects: agent-user interactions and agent-system interactions, which are
shown in Table 1. In detail, as for agent-user interaction behaviors, we focus
on conversational input behaviors and agent answering behaviors. As for agent-
system interactions, we concentrate on query formulation and the search engine
result page (SERP) examination behaviors, especially the examination behaviors
in the SERPs from the last query. Note that there were no users’ interactions
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Investigating Conversational Agent Action in Legal Case Retrieval 5

with the system because the user study dataset was collected in a wizard-of-oz
approach. And we just kept behavioral information before the current action for
analysis, i.e., the same setting for the action prediction task.

Table 1. The list of 10 behavioral features extracted from the agent-user interactions
and agent-system interactions.

Group Behavioral Features
Agent-User Number of utterances/words in conversations

Number of returned results/returned cases
Agent-System Number of queries/query words

Number of clicks in all queries/in last query
Avg./Max. click rank in last query

3.2 Tasks and Participants

We collected 106 search tasks from legal practitioners’ real information need
via online forums and social networks, covering 3 legal domains: 34 civil tasks
(involving 10 topics, such as “Inheritance”, “Personality rights”, “Contracts” and
“Marriage”), 35 criminal tasks (involving 7 topics, such as “Robbery”, “Fraud”,
“Bribery”, “Forcible Rape” and “Traffic accident”) and 37 commercial tasks
(involving 9 topics, such as “Company”, “Expertise Bankruptcy” and “Insur-
ance”). Compared with existing user studies for legal case retrieval or conver-
sational search [19,20], we believe that the number of tasks is enough for a
between-subjects analysis. Each task contained a query case description and a
legal issue. Users were expected to retrieve legal cases which may help to answer
the issue question.

There were two kinds of participants: users and agents. As for users, we
recruited 30 participants (12 males and 18 females) via online forums and social
networks. They were all native Chinese speakers and college law students. All
users had no previous experience with conversational search systems. No users
conducted two tasks in the same topic, which also can avoid the task learning
effects on the results. Note that the tasks have negligible or no learning effects
on each other even in the same domain if they are not in the same topics.

We recruited 15 graduate students from law school (5 for civil law, 5 for
criminal law and 5 for commercial law) to be agents. They were all native Chinese
speakers and qualified in legal practice1. To ensure an adequate level of domain
expertise, they only participated in the task related to their research fields. In
addition, they all achieved a score of 95 or more in the courses corresponding
to their experimental topics. This can reduce the effect of individual variability.
And they were trained with 5 auxiliary search tasks beforehand to familiarize
with the query construction skills in the legal case retrieval system, guaranteeing
an adequate level of search expertise.
1 They had passed the “National Uniform Legal Profession Qualification Examination”.
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Table 2. Statistics of agent actions in the user study dataset.

#Tasks #Intent
Understanding

#Candidate
Collecting

#Result
Returning

106 437 385 208

As for the legal case retrieval system, we choose a leading commercial legal
search engine2 in China. Users and agents had a conversation (just in text form)
via Zoom3.

3.3 Procedure

Before the experiments, we firstly requested each participant to complete a
warm-up search task. We then introduce the details of the procedure as follows:

Query Case and Issue Reading. In the first step, the user read the query
case description and the legal issue carefully. She could refer to the query case at
any time during the session, so she did not need to memorize the case description
at this step.

Pre-task Questionnaire. Next, the user was asked to finish a pre-search ques-
tionnaire, including: domain knowledge level, task difficulty level, and prior inter-
est level of the task with a 5-point Likert scale (1: not at all, 2: slightly, 3:
somewhat, 4: moderately, 5: very).

Task Completion. After that, the user started performing searches with the
agent. At this step, we collected the agent’s interactions with the system, includ-
ing queries, clicks, etc. Moreover, we recorded the conversation contents, including
users’ legal questions, agents’ clarifying questions, the cases returned by the agent.

Post-task Questionnaire. After examining the supporting cases returned by
the agent, the user was required to complete a post-task questionnaire. At this
step, we collected explicit feedback signals with respect to the search experience,
including five-grade workload and satisfaction.

Result Assessment. After completing the post-task questionnaire, the user
was further asked to annotate the cases that agents clicked in the SERPs. That
is, a relevance score is annotated to each case (1: irrelevant, 2: relevant). As for
the cases that weren’t clicked, we simply regarded them as irrelevant.

To drive the conversational legal case retrieval process, the intermediary
agents can take three kinds of actions (i.e., Intent Understanding, Candidate
Collecting, and Result Returning). Through these actions, the agents understand
user intent by clarifying questions, collect candidate cases from the traditional
legal search system by submitting queries, and return relevant cases from can-
didates to users, respectively. Table 2 shows distribution of each agent action in
the user study dataset.
2 https://ydzk.chineselaw.com/case.
3 https://zoom.us/.
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4 Results

4.1 Analysis on Conversational Agent Action

To address RQ1, we report the relationship between the historical interaction
features and the current agent action using box plots. Specifically, we compare
the differences in users’ and agents’ historical behaviors given different conversa-
tional agents’ actions from two aspects: agent-user interactions and agent-system
interactions. We also perform a series of one-way ANOVA tests [4] and pairwise
t-tests [17] to determine the significance.

Comparison of Agent-User Interactions. Firstly, we compare historical
agent-user interaction behaviors w.r.t. different agent actions. Here, we focus
on conversational input behaviors and agent answering behaviors. The results
of ANOVA tests (ANOVA-p) are reported in Fig. 2. We can make the following
observations.

From the first line in Fig. 2, we can observe that the conversational input
behavioral indicators (i.e., the number of utterances and words) show significant
differences between the three agent actions (ANOVA-p < 0.05). Moreover, we
find that the number of utterances and words under “Result Returning” action
is significantly more than that under “Intent Understanding” action (p < 0.05).
However, there are no significant differences according to pairwise t-tests in con-
versational input behaviors between the “Candidate Collecting” action and the
other actions. This illustrates that the agent tends to adopt the “Intent Under-
standing” action when the conversation length is short and tends to adopt the
“Result Returning” action when the conversation contains sufficient information.
Furthermore, the agents may take the “Candidate Collecting” action regardless
of the length of the conversation.

We further investigate the agent answering behaviors (i.e., the number of
returned results and returned cases), and the results of ANOVA tests are shown
in the second line in Fig. 2. There are also significant differences in these two
indicators before agents adopt the three actions (ANOVA-p < 0.01). Further-
more, we find that the number of returned results and returned cases before
agents take the “Intent Understanding” action are significantly less than that
before agents take the other two actions (p < 0.01). And these two indicators do
not show significant differences before the “Candidate Collecting” action and the
“Result Returning” action. These indicate that as the agent answering behavioral
indicators increases, the agent will decrease the probability of taking the “Intent
Understanding” action and prefer to take the other two actions.

Comparison of Agent-System Interactions. Then we compare historical
agent-system interaction behaviors w.r.t. different agent actions. Specifically, we
concentrate on query formulation and SERP examination behaviors. The results
of ANOVA tests (ANOVA-p) are reported in Fig. 3. We can make the following
observations.
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Fig. 2. Comparison of historical agent-user interaction behavioral measures given dif-
ferent current agent actions.

Overall, we find that the historical agent-system interaction behavioral indi-
cators before the three conversational agent actions follow the following relative
order: “Intent Understanding” < “Candidate Collecting” < “Result Returning”
(shown in Fig. 3). We can observe that agents submitted fewer queries and query
words before “Intent Understanding” actions than those before another action
(p < 0.001). And the number of queries and query words before taking “Can-
didate Collecting” actions are less than those before taking “Result Returning”
actions (p < 0.001). The above phenomenons also exist for the number of clicks,
especially in the last query. This suggests that with the increase of the inter-
actions between the agent and the system, agents are more inclined to collect
candidates than clarify users’ intent and are more inclined to return results than
collect candidates.

Furthermore, we investigate two indicators related to the examination behav-
iors in the last SERP: the average/maximum click rank in the last query.
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Fig. 3. Comparison of historical agent-system interaction behavioral measures given
different current agent actions.
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The results of ANOVA tests are shown in the last line in Fig. 3. Similarly,
these two indicators show significant differences between the three actions
(ANOVA-p < 0.001). And we can observe that the click rank is larger before
the“Result Returning” action than that before the other two actions significantly
(p < 0.001). It shows that the agents are more inclined to return results when
they examine and click on the results with a larger rank. Because they are more
convinced that they have understood user intent and submitted accurate queries.

Summary. To answer RQ1, our findings are as follows: 1) With the increase of
agent-user interaction behavioral indicators, agents are increasingly inclined to
return results rather than clarify users’ intent, but the probability of collecting
candidates does not change significantly; 2) With the increase of the interactions
between the agent and the system, agents are more inclined to collect candidates
than clarify users’ intent and are more inclined to return results than collect
candidates.

4.2 Conversational Agent Action Prediction

To address RQ2, we try to improve the conversational agent action prediction
with behavioral features. Two groups of features are adopted in the experiments:
agent-user behaviors and agent-system behaviors (ref. Table 1). We define the
prediction task as a multi-class classification task and use Macro-F1 for evalua-
tion. Furthermore, we further analyze the effect of these features through three
binary classification tasks: IU vs. CC, IU vs. RR and CC vs. RR. We use the
F1-score to evaluate the three classification tasks.

We first investigate the prediction performance without semantic features.
Random is the baseline which decides actions randomly. As this task can be
treated as a multi-class classification problem, we apply a gradient boosting clas-
sifier [13] and perform 5-fold cross-validation. The results are shown in Table 3.
We can observe that using both groups of features achieves the best perfor-
mance on all classification tasks and using agent-system interaction behavioral
features also outperforms Random significantly. These suggest that both groups
of features are useful for the conversational agent action prediction in legal case

Table 3. Performance comparison of conversational agent action prediction task. AU
and AS denotes that the method incorporates agent-user and agent-system behavioral
features, respectively. Best results are in boldface. † indicates that the difference to
Random is statistically significant at 0.05 level from the student t-test.

Method Overall IU vs. CC IU vs. RR CC vs. RR
Random 0.3607 0.5259 0.5158 0.5112
AU 0.4018 0.5625 0.8087† 0.6182
AS 0.5142† 0.7775† 0.8171† 0.6971†

AU+AS 0.5265† 0.8058† 0.8260† 0.7043†
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Investigating Conversational Agent Action in Legal Case Retrieval 11

retrieval. And agent-user behaviors only significantly improve the performance
of IU vs. RR task, suggesting that they do not provide much information to
distinguish whether to take the Candidate Collecting action.

Existing works try to solve the conversational agent action prediction prob-
lem through Transformer-based models based on semantic information. To fur-
ther investigate the prediction performance with semantic features, we concate-
nated all the utterances in the conversation together and used LawFormer [24]
as the encoder. Here LawFormer is a Longformer-based pre-trained language
model for Chinese legal long documents understanding. Then we fed the [CLS]
embedding into full connected layers and fine-tuned LawFormer for each tasks
as the baseline. The model is optimized by the cross-entropy loss. We performed
5-fold cross-validation and the results are shown in Table 4. We can find Law-
Former outperforms all the methods without involving semantic features (shown
in Table 3). It illustrates that semantic information is also very useful for the
conversational agent action prediction in legal case retrieval.

Then we regarded the probability distribution (i.e., the probabilities of tak-
ing the three actions, 3-dimensional in total) of the full connected layers’ output
as semantic features. We combine the semantic features with behavioral features
together and also apply a gradient boosting classifier to obtain the final agent
action prediction results. Note that we just utilize the LawFormer fine-tuned in
the baseline and do not take further fine-tuning strategies. And the model frame- AQ2

Fig. 4. Combining semantic and behavioral features for the conversational agent action
prediction. u1, u2, ..., un denote all the utterances in the conversation. FC denotes the
full connected layers. pIU , pCC , pRR denote the probabilities of taking the three actions
predicted by the LawFormer baseline.
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12 B. Liu et al.

work is shown in Fig. 4. As for the three binary classification tasks: IU vs. CC, IU
vs. RR and CC vs. RR, the semantic features change from three-dimensional to
two-dimensional as the output of the fully connected layer changes. Other experi-
mental settings remain the same and the results are shown in Table 4. AU and AS
denotes that the method incorporates agent-user and agent-system behavioral
features, respectively. We find that combining behavioral features with semantic
features achieves significantly better classification performance than LawFormer,
especially in the IU vs. CC task and the CC vs. RR task. This illustrates that
historical behaviors are useful supplementary information for semantic features
to distinguish whether to take the Candidate Collecting action.

Table 4. Performance comparison of conversational agent action prediction task with
using semantic features. AU and AS denotes that the method incorporates agent-
user and agent-system behavioral features, respectively. Best results are in boldface. †
indicates that the difference to LawFormer is statistically significant at 0.05 level from
the student t-test.

Method Overall IU vs. CC IU vs. RR CC vs. RR
LawFormer 0.5425 0.8232 0.8739 0.7335
LawFormer+AU 0.5675 0.8318 0.8844 0.7398
LawFormer+AS 0.5828 0.8428 0.8462 0.7564
LawFormer+AU+AS 0.6177† 0.8669† 0.8870 0.8015†

Concerning RQ2, we find that behavioral features can improve the conver-
sational agent actions prediction performance in legal case retrieval whether
semantic features are involved or not.

5 Conclusion

In this paper, we investigate three kinds of conversational agent actions (i.e.,
Intent Understanding, Candidate Collecting, and Result Returning) in legal case
retrieval from a behavioral perspective. We find that with the increase of agent-
user interaction behavioral indicators, agents are increasingly inclined to return
results rather than clarify users’ intent, but the probability of collecting can-
didates does not change significantly. Moreover, with the increase of the inter-
actions between the agent and the system, agents are more inclined to collect
candidates than clarify users’ intent and are more inclined to return results than
collect candidates. We further show that the agent action prediction perfor-
mance can be improved with both semantic and behavioral features in legal case
retrieval. We believe that this work can contribute to a better understanding of
agent action and useful guidance for developing practical systems for conversa-
tional legal case retrieval.

As for future work, we firstly plan to utilize more sophisticated algorithms
(e.g., reinforcement learning) to incorporate behavioral information into the legal
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Investigating Conversational Agent Action in Legal Case Retrieval 13

conversational agent action prediction task more effectively. Secondly, we pre-
pare to take more fine-grained behavioral information (e.g., mouse movements,
hovers and so on) into consideration. At last, we also try to improve retrieval
performance through more accurate action prediction in conversational legal case
retrieval.
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